
 

Sede Amministrativa: Università degli Studi di Padova 

Dipartimento di Biomedicina Comparata e Alimentazione 

 

SCUOLA DI DOTTORATO DI RICERCA IN SCIENZE VETERINARIE 

CICLO XXVI  

 

 

 

 

EVOLUTIONARY DYNAMICS OF RNA 

VIRUSES WITH ZOONOTIC POTENTIAL  

 

 

 

 

 

Direttore della Scuola: Ch.mo Prof. Gianfranco GABAI 

Supervisore: Dott. Enrico Massimiliano NEGRISOLO 

Co-supervisore: Dott. Giovanni CATTOLI 

 

 

       Dottoranda: Alice FUSARO 

          

 

31 GENNAIO 2014



 

 



 iii  

RIASSUNTO 

 

I virus a RNA con potenziale zoonosico rappresentano una seria minaccia per la salute 

pubblica a livello mondiale. Lôelevato tasso di mutazione, i rapidi tempi di replicazione e le 

ingenti dimensioni della popolazione sono tre peculiarit¨ allôorigine delle potenzialit¨ di 

questi patogeni in termini di variabilità genetica e capacità di adattamento a diverse 

condizioni ambientali. Comprendere le caratteristiche genetiche e le dinamiche evolutive dei 

virus a RNA con potenziale zoonosico è fondamentale al fine di prevenire, controllare, curare 

e ridurre i danni che provocano alla salute degli animali e dellôuomo. 

Questa tesi si occupa dello studio dellôepidemiologia e dellôevoluzione molecolare di due 

zoonosi di origine virale diffuse a livello mondiale: lôinfluenza aviaria e la rabbia. Un elevato 

numero di dati genetici, generati con lôutilizzo di tecniche di sequenziamento di prima 

(sequenziamento Sanger) e seconda (Next Generation Sequencing) generazione, sono stati 

analizzati mediante lôutilizzo di strumenti bioinformatici. Tali sequenze sono state ottenute da 

campioni raccolti nel corso di quattro diverse epidemie: unôepidemia di rabbia silvestre 

verificatasi nel nord-est Italia tra il 2008 e il 2011, focolai epidemici di influenza aviaria 

causati dal sottotipo H5N1 ad alta patogenicità descritti in Egitto tra il 2006 e il 2010, e due 

ondate epidemiche provocate da due diversi sottotipi influenzali aviari H7N1 e H7N3 che 

hanno colpito lôItalia settentrionale nei periodi 1999 - 2001 e 2002 - 2004. 

Attraverso lôanalisi filogenetica e filogeografica di sequenze virali rappresentative a 

livello spazio-temporale delle varie epidemie, è stato possibile identificare la co-circolazione 

di diversi gruppi genetici, determinare il flusso genico e studiare le dinamiche evolutive di 

virus sottoposti a pressioni selettive di varia natura, come ad esempio la vaccinazione. Inoltre, 

grazie allôapplicazione di un approccio di tipo deep sequencing, questo studio ha permesso di 

comprendere meglio i meccanismi di trasmissione delle sottopopolazioni virali da un ospite 

allôaltro, la variabilit¨ intra-ospite della popolazione virale e lôevoluzione della patogenicità. 

I risultati presentati in questa tesi permettono di ampliare le nostre conoscenze a) 

sullôimpatto e lôefficacia delle misure di sorveglianza e controllo applicate nel corso delle 

epidemie studiate, b) sulle dinamiche evolutive e sulla diffusione spaziale di virus 

appartenenti a diversi gruppi genetici, c) sullôemergenza di mutazioni amminoacidiche 

potenzialmente correlate a un aumento della fitness virale, d) sulla trasmissione a livello inter-

ospite di varianti virali e e) sullôacquisizione di determinanti di virulenza. 
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Infine, il presente studio evidenzia le enormi potenzialità della tecnologia di Next 

Generation Sequencing nel favorire la comprensione delle complicate dinamiche evolutive 

dei patogeni emergenti. 
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SUMMARY  

 

RNA viruses with zoonotic potential represent a public health threat throughout the world. 

High mutation rates, short generation times and large population sizes are three factors 

responsible for their high genetic variability and enormous adaptive capacity to new 

environmental conditions. Understanding the genetic properties and the evolutionary 

dynamics of RNA viruses with zoonotic potential is crucial to prevent, control, treat and 

lessen the damage to animal and human health. 

This thesis investigates the most essential aspects related to the evolution and 

epidemiology of two widespread zoonotic diseases caused by two RNA viruses: Avian 

Influenza and rabies. Through the application of bioinformatics tools, I analysed a large 

amount of sequence data, generated using both first and second generation sequencing 

technology, from viruses collected during four distinct epidemics: a fox-rabies virus epidemic 

occurred in north-eastern Italy between 2008 and 2011, highly pathogenic H5N1 avian 

influenza outbreaks reported in Egypt between 2006 and 2010, and two avian influenza 

epidemics caused by two distinct subtypes that took place in northern Italy from 1999 to 2001 

and 2002 to 2004. 

Through phylogenetic and Bayesian phylogeographic analyses of viral sequences sampled 

over multiple discrete spatio-temporal scales, the studies in this thesis reveal the co-

circulation of multiple viral lineages, explore the viral gene flows and investigate the 

evolutionary dynamics of viruses under different selection pressures. In addition, to better 

understand the pattern of transmission of viral subpopulations from host to host, the intra-host 

variability and the evolution of viral pathogenicity, I employed an ultra-deep sequencing 

approach to assess the diversity of viral populations. 

The data generated in this thesis provide important insights into the a) impact and efficacy 

of surveillance strategies and control measures implemented during an outbreak, b) 

differences in the evolutionary dynamics and spatial spread between distinct genetic groups, 

c) emergence of amino acid mutations that may increase viral fitness, d) inter-host 

transmission of viral variants and e) gain of virulence determinants. 

Finally, this thesis shows the great opportunity offered by next generation sequencing 

technology for dramatic advancement in our understanding of the complicated evolutionary 

dynamics of these pathogens. 
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Chapter 1 

 

Introduction 
 

 

 

 

As an effect of increased globalization, animal diseases, in particular those transmissible 

to man, have an important global economic and social impact (Hill et al., 2012). RNA viruses 

with zoonotic potential represent a public health threat throughout the world. Due to their 

high mutation rate, RNA viruses are particularly well-suited to highlight the relevance of 

evolutionary dynamics occurring simultaneously on multiple spatial and temporal scales. 

Understanding their evolution is crucial to prevent, control, treat and lessen the damage to 

animal and human health. At an individual level, RNA viruses likely evolve in response to a 

hostile environment presented by the immune system or drug treatment, while, at population 

level, they evolve to evade immune control, thus optimizing their level of virulence. Through 

the 7 chapters of this thesis, I have studied the evolutionary dynamics of two representative 

RNA viruses with high potential for crossing the species: influenza viruses and lyssaviruses. 

This thesis focuses on four different case studies of outbreaks which have caused severe 

health, ecological and socio-economic consequences: a fox-rabies virus epidemic occurred 

between 2008 and 2011 (chapter 3) in north-eastern Italy, highly pathogenic H5N1 avian 

influenza outbreaks reported in Egypt between 2006 and 2010 (chapter 4), and two avian 

influenza epidemics caused by two distinct subtypes (H7N1 and H7N3) that took place in 

northern Italy between 1999 and 2001 (chapter 5 and 6) and between 2002 and 2004 (chapter 

6). In each study, classical or high-throughput sequencing strategies combined with recent 

developed bioinformatic tools provided new information on the inter- and intra-host 

evolutionary process, as well as on the spatial movements and evolution pathogenicity of 

RNA viruses during the course of an epidemic. 
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Chapter 2 reports the information about the epidemiology and molecular biology of the 

two RNA viruses, influenza A and rabies, analysed in this thesis. In addition, it reviews the 

existing knowledge on the RNA virus evolution, and provided information about the 

technologies and bioinformatics tools applied in the research chapters of this thesis.  

Chapters 4, 5 and 6 provide a detailed comparison of the evolutionary dynamics between 

a) viruses circulating under different selection pressures (chapter 4), b) strains with different 

pathogenic properties (chapter 5) or c) different epidemics which affected the same 

geographic area (chapter 6). As a whole, these studies contribute to better understand how 

evolution of RNA viruses can be shaped by different epidemiological conditions. 

The intra-host variability of viral populations is investigated in chapters 5 and 6, providing 

important insights on the emergence of viruses with a virulent phenotype and on the 

transmission of subpopulations from host to host.  

Molecular phylogeography, which offers a framework in which specific hypotheses 

regarding pathogen gene flow and dispersal within an ecological context can be compared, 

has been investigated throughout chapters 3 and 5.  

Thanks to these studies, I aimed to shed new light on the origin, evolutionary dynamics, 

acquisition of virulence determinants and spreading of several epidemic events, providing a 

better understanding of the complexity of RNA virus evolution. 
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Chapter 2 

 

Background 
 

 

 

 

2.1. POPULATION DYNAMICS OF RNA VIRUS  

 

Viruses are obligate intracellular parasites which require a host cell for their growth and 

replication. The replication of the RNA virus genomes is unique, considering that the host cell 

does not contain a RNA dependent RNA polymerase. To overcome this constraint, the 

majority of RNA viruses encode their own RNA-dependent RNA replicases and reverse 

transcriptases that are either packaged with the virus genome or synthesised shortly after 

infection. As a consequence of the lack of a proofreading activity of their RNA polymerases, 

RNA viruses posses an extremely high mutation rate, which leads to frequent errors during 

viral RNA synthesis. This characteristic, in addition to short generation times and large 

populations, is responsible for the high genetic variability and the enormous adaptive capacity 

of RNA viruses to new environmental conditions (Moya et al., 2000). Because of their high 

mutation rates, these pathogens are moving targets for therapeutic intervention and frequently 

develop resistance to vaccines and antiviral drugs, limiting the efficacy of the attempts to 

control outbreaks. Moreover, their diversity allows them to jump species boundaries and 

establish productive infections in new hosts. 

The average mutation rates of RNA viruses fall in the range of 10
-5 

to 10
-2

 nucleotide 

substitutions per site, per year (sub/site/year), with most of the viruses exhibiting rates within 

one order of magnitude of 1 x 10
-3
 sub/site/year (Duffy et al., 2008). Mutation rate must be 

distinguished from the mutation frequency, which depends on the replicative ability of each 

virus in competition with the rest of the population. Positive selection favours the presence of 
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mutations with an adaptive value, such as amino acid changes which facilitate immune escape 

or mutations that are selected at inter-host transmission (Duffy et al., 2008).  

Point mutations, as well as recombination and reassortment, contribute to modulate the 

genetic diversity of RNA viruses. Recombination is the process by which two molecules 

result in a new mutant genome after the exchange of genetic information, while the genome 

segment reassortment takes place in viruses with a segmented genome and consists of the 

encapsidation in the same viral particle of genomic segments belonging to different parental 

viruses (Manrubia and Lazaro, 2006). As a consequence of all the mechanisms generating 

genetic diversity, RNA viruses exist as a cloud of diverse variants or quasispecies that interact 

cooperatively and collectively determine the biological behaviour of a viral population 

(Domingo et al., 2012).  

When the environmental conditions are relatively constant, the virus population can be 

maintained in a sort of evolutionary stasis, which represents a balance between mutation and 

selection and keeps a consensus sequence (the sequence that corresponds to the most 

represented nucleotide at each genomic position) almost unvaried through time (Manrubia 

and Lazaro, 2006). However, in nature, viral populations encounter a range of environments. 

After infection of a new host or recognition by the immune system, a virus can experience an 

acceleration of fixation of beneficial mutations to adapt to the new conditions. For this reason 

it might be advantageous for the virus to maintain an assortment of pre-adapted variants, 

allowing a more rapid fitness gain (Lauring et al., 2013). 

The term fitness is used to indicate how well an organism fits into its environment, which 

reflects its ability to survive and reproduce (Lauring and Andino, 2010). According to the 

theory of ñsurvival of the fattestò, natural selection pushes a population to the ñflatò region of 

the fitness landscape (figure 1). In this landscape, the ñground levelò is the range of genotypes 

in the sequence space, while the altitude is the fitness of each genotype. Environment and 

selective pressure determine the contours of the landscape. At low mutation rates, the variants 

occupy a tall peak, where there is little genotypic diversity and maximal fitness. When the 

mutation rate is high, as for RNA viruses, the populations are pushed away from the fitness 

peaks and variants are spread out over their corresponding peak (figure 2.1). The population 

on the flattest peak accepts mutations, with minimal consequences on fitness, and is ready to 

adapt to rapid environmental change, such as activation of immune response, antiviral 
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treatments, host-switch (Lauring and Andino, 2010; Domingo et al., 2012; Lauring et al, 

2013; Tejero et al., 2011).  

 

 

Figure 2.1. High mutation rates and survival of the flattest. In a fitness landscape, the ground level 

represents the sequence space and the vertical axis gives the fitness value for each sequence. When the 

mutation rate is low, the population will be genotypically stable and cluster on the top of the fitness 

peak. When the mutation rate is high, the population on the flatter peak (green) remains near its fitness 

optimum and has a higher fitness than the population on the steeper peak (red). Adapted from Lauring 

and Andino, 2010. 

 

 

In some fitness landscapes, the existence of a maximum mutation rate, called the error 

threshold, has been predicted. Beyond this threshold, the quasispecies enters into an error 

catastrophe, losing its genetic information: consequently, the virus population extinguishes. 

RNA viruses have evolved the perfect error rate: a compromise between too many mutations 

which result into an error catastrophe and too few mutations which result into a viral 

population unable to cope with selective pressure (Duffy et al., 2008; Lauring and Andino, 

2010; Tejero et al., 2011). 

Population size is another relevant factor of evolution. Large population size permits 

competition among a large number of genomes, thus increasing the probability of fixation of 

beneficial mutations, which results in the increase of the fittest sequence. In this way, large 

population sizes preserve the invariance of phenotype, despite the mutational perturbation, 

ensuring their survival in a given environment (Lauring et al., 2013). 
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Evolution is always a result of changes in variant frequencies whereby some variants are 

lost over the time, while other variants sometimes increase their frequency to 100% and 

become fixed in the population (figure 2.2). The rate at which this occurs is called fixation 

rate. Differently, the substitution rate or the rate of molecular evolution represents the rate at 

which individuals accrue genetic differences to each other over the long-term evolution 

(Vandamme et al., 2009). 

 

 

Figure 2.2. Loss or fixation of mutations in a population. 

 

 

2.2. AVIAN INFLUENZA  

 

Influenza viruses have a segmented, negative-sense, single-stranded RNA genome and 

belong to the Family Orthomyxoviridae, which consists of five genera: Influenzavirus A, 

Influenzavirus B, Influenzavirus C, Isavirus, and Thogotovirus (Capua and Alexander, 2008). 

Influenza A viruses are further divided into subtypes based on the antigenic relationships of 

the haemagglutinin (HA) and neuraminidase (NA) surface glycoproteins. To date, eighteen 

HA (H1ïH18) and eleven NA subtypes (N1ïN11) have been identified (Tong et al 2013). 

Aquatic birds are considered the major influenza A viruses reservoir in nature, harbouring 

diverse combinations of most of the HA (H1-H16) and NA (N1-N9) subtypes.  
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2.2.1 Epidemiology of avian influenza virus 

 

2.2.1.1. Avian influenza virus in birds 

Influenza viruses infect a great variety of birds (Alexander 2000; Alexander 2001; EFSA 

2005; Hinshaw et al. 1981; Lvov 1978), including free-living birds, captive caged birds and 

domestic ducks, chickens, turkeys and other domestic poultry. In particular, the wild bird 

population, especially anseriforms (Order Anseriformes, including ducks, geese and swans) 

and charadriiforms (Order Charadriiformes, including shorebirds, gulls, terns) hosts an 

enormous pool of influenza viruses (Webster et al., 1992; Olsen et al., 2006; Hurt et al., 

2006).  

Until the widespread emergence of the highly pathogenic H5N1 in 2002, influenza viruses 

were thought to cause little morbidity and mortality in wild birds. However, from 2002, H5N1 

has caused illness and killed hundreds of birds from several different orders including ducks 

(Vandergrift et al., 2010).  

Generally, the primary introduction of LPAI viruses into a poultry population is the result 

of wild bird activity, usually waterfowl, but gulls and shorebirds have also been implicated. 

This may not necessarily involve direct contact, as infected waterfowl may carry the viruses 

into an area and these may then be introduced to poultry from other routes. Surface water 

used for drinking may also be contaminated with influenza viruses and thus serve as a source 

of infection. 

The greatest threat of secondary spread of AI viruses is by mechanical transfer of infective 

organic material. Birds or other animals not susceptible to infection themselves may become 

contaminated and spread the virus mechanically in infective faeces or exudates from the 

waterfowl. However, for domestic poultry the main source of secondary spread appears to be 

through humans. In several specific accounts, strong evidence has implicated the movements 

of caretakers, farm owners, staff, trucks and drivers moving birds or delivering food as being 

responsible for  the spread of the virus both onto and through a farm (Glass et al 1981; 

Homme et al 1970; Capua and Alexander 2008). However, the mechanism by which 

influenza viruses pass from one bird to another is extremely complex and depends on several 

causes, such as the strain of the virus, the species of bird and other environmental factors, 

such as biosecurity levels, concentration of poultry in the vicinity of the initial outbreaks, etc. 
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2.2.1.2. Avian influenza virus in mammals 

Influenza A viruses have been shown to infect also mammalian species, including humans 

(figure 2.3). The availability of structurally distinct sialic acid linked receptors in the sites of 

human and avian influenza infection is one of the main factors which influence susceptibility 

to infection. Avian influenza (AI) viruses exhibit a strong preference for using sialic acid 

(SA)-Ŭ2,3-Gal-terminated saccharides as receptors, which are abundant in avian cells. Human 

influenza viruses, in contrast, preferentially bind to SA-Ŭ2,6-Gal-terminated saccharides 

receptors, well-represented on the human respiratory tract. This different binding preference 

is believed to be one of the major factors that prevents crossing the species barrier. However, 

the fact that AI viruses do occasionally infect people and other mammals indicates that this 

barrier is not insurmountable (Capua and Alexander, 2008).  

Since 1996 the zoonotic potential of AI viruses has become a serious and growing public 

health concern (Capua and Alexander, 2008). With some exceptions, almost all the reported 

symptomatic cases of AI virus infection in humans have been caused by highly pathogenic 

avian influenza (HPAI) viruses belonging to the H5 or H7 subtypes, directly transmitted from 

infected birds to humans. The first human epidemic of avian influenza, popularly known as 

bird flu, caused by HPAI H5N1 virus circulating in the domestic poultry, was reported in 

Hong Kong in 1997. This strain infected 18 people, causing the death of 6 of them (Chan et 

al., 2002). In February 2003, two more human cases of avian influenza belonging again to the 

HPAI H5N1 subtype, were reported in Hong Kong (Peiris et al., 2004). In that year, this 

HPAI virus circulating in poultry in South East China began to spread westwards among wild 

and domestic birds throughout Asia, reaching Europe and Africa in 2005 and 2006, 

respectively. Since then, the infection in humans has started to occur with greater frequency in 

many countries, being responsible for a high mortality rate. As of 22 November 2013, the 

World Health Organization has reported a total of 641 confirmed cases of HPAI H5N1 

infections in humans, with 380 human deaths (WHO, 2013).  

H7 is another avian influenza subtype transmitted from birds to humans on several 

occasions. In 1996, a LPAI H7N7 virus was passed from ducks to a woman, resulting in a 

case of conjunctivitis. During a large outbreak of HPAI H7N7 virus in the Netherlands in 

2003, 89 human infections, mostly conjunctivitis cases, and one death, were reported. In 

2004, an outbreak of HPAI H7N3 virus in Canada resulted in conjunctivitis and in a mild 

influenza-like illness in two men. Human infections with H7 subtype were also reported in the 
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UK in 2006 and 2007 during two distinct outbreaks caused by LPAI H7N3 and LPAI H7N2 

viruses, respectively (de Wit and Fouchier, 2008). In 2012, two human cases linked to the 

Mexican HPAI H7N3 outbreak were reported. Both patients showed only mild symptoms, 

such as conjunctivitis (CDC, 2012) and fully recovered. In August 2013, the H7N7 HPAI 

outbreaks reported to have occurred in Italy had caused conjunctivitis in three workers who 

took part in depopulation measures (Promed-mail, 2013). Viruses of the H7 subtype display 

an unusual tissue tropism compared to other subtypes, since cases of conjunctivitis had 

occurred in many outbreaks of LPAI and HPAI H7 viruses, but have rarely been reported with 

other subtypes. 

Also the avian influenza virus of H9 subtype has been responsible of influenza like 

symptoms and mild upper respiratory tract infections in adults and children from Hong Kong 

(1997, 1999, 2003 and 2009) and China (1998 and 1999) (Butt et al., 2010). 

On the whole, these findings indicate that transmission of avian influenza viruses from 

birds to humans is not common but may cause potential severe disease consequences. 

Pigs play a crucial role in influenza ecology and epidemiology, primarily because of their 

dual susceptibility to human and avian viruses. They possess both SA-Ŭ2,3-Gal-terminated 

saccharides and SA-Ŭ2,6-Gal-terminated saccharides in cells lining the trachea and are 

therefore considered a potential ñmixing vesselò for influenza viruses, from which 

reassortants may emerge. The introduction of AI viruses to pigs is not an uncommon 

occurrence. Nonetheless, the only subtypes to have truly established in the pig populations are 

H1N1, H3N2 and H1N2, although genotype analysis of isolates of these subtypes suggests 

that they can be the result of the reassortment of viruses from different progenitor host species 

(pig, human and avian) (Capua and Alexander 2008). Serological and virological evidence of 

infections of pigs with viruses of the H4, H5, H7 and H9 subtypes (Karasin et al., 2000, 

Karasin et al., 2004; Loeffen et al., 2003, 2004; Peiris et al., 2001; Rui-Hua et al 2011) has 

been largely documented.  

The introduction of AI viruses in other mammals has been demonstrated in several 

instances (figure 2.3). Evidence of infections with avian influenza viruses of the subtypes 

H1N1, H2N2 and H3N2 has been reported in horses (Tumová, 1980). H7N7, H4N5, H13N2, 

H13N9, H1N3 and H3N8 avian influenza subtypes have been isolated in marine mammals 

(Webster et al., 2012; Anthony et al., 2012). Mustelids, dogs and cats have also been 

demonstrated to be naturally and experimentally susceptible to AI infection (Okazaki et al., 
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1983; Berg et al 1990; Songserm et al 2006; Park et al 2012; Sun et al, 2012; Driskell et al 

2012). 

Fortunately, most of the zoonotic transmission from avian species to mammals are dead-

end infections and are not further transmitted within the new species due to several barriers. 

However, on rare occasions influenza A viruses can break the species barrier and establish an 

entirely new virus lineage in a mammalian species, as exemplified by the human pandemic of 

1918 (Taubenberger and Kash, 2011), the Eurasian classical swine influenza virus lineage 

(Pensaert et al., 1981), H3N8 influenza viruses in horses (Horimoto et al., 2005). 

 

 

Figure 2.3. Host range of influenza A virus. Avian influenza virus can be transmitted from wild birds, 

the natural reservoir of the virus, to a wide range of other hosts. From Manz et al., 2013. 
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2.2.2. Molecular biology of influenza A virus 

 

2.2.2.1 Genes and proteins 

The influenza A virus genome (~13.5 Kb) consists of eight separate segments, named 1-8 

from the longest to the shortest, which encode for about 15 viral proteins (figure 2.4). 

 

 

Figure 2.4. The virion structure of the influenza A virus and its genome. A) Two surface 

glycoproteins, HA and NA, and the M2 ion-channel protein are embedded in the viral envelope. The 

ribonucleoprotein complex comprises a viral RNA segment associated with the nucleoprotein and 

three polymerase proteins (PA, PB1, and PB2). The matrix protein is associated with both 

ribonucleoprotein and the viral envelope. B) Graphical representation of the influenza virus proteins 

codified by each segment. From ViralZone, SIB Swiss Institute of Bioinformatic 

(http://viralzone.expasy.org/). 

 

 

A 
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Segment 1: PB2 polymerase. The basic polymerase protein 2 (PB2) is known to function 

during initiation of viral mRNA transcription as the protein, which recognizes and binds the 5' 

cap structures of host cell mRNAs to use as viral mRNA transcription primers (Webster et al., 

1992). 

Segment 2: PB1 polymerase, PB1-F2 and N40. The basic polymerase protein 1 (PB1) is 

the main polymerase protein responsible for the elongation of the primed nascent viral mRNA 

and template RNA and for the vRNA synthesis (Webster et al., 1992).  

Segment 2 also encodes for the PB1-F2 protein in an alternate reading frame, which 

appears to be involved in cell apoptosis (Zamarin et al 2006).  

A third major polypeptide is synthesized from PB1 mRNA via differential AUG codon 

usage. PB1 codon 40 directs translation of an N-terminally truncated version of the 

polypeptide (N40) that lacks transcriptase function but nevertheless interacts with PB2 and 

the polymerase complex in the cellular environment (Wise et al., 2009). 

Segment 3: PA polymerase and PA-X. The acid polymerase protein (PA) (a) has 

endonuclease and protease activities, (b) is involved in viral RNA or complementary RNA 

promoter binding and (c) interacts with the PB1 subunit (Das et al., 2010). 

It has recently been demonstrated that segment 3 of the virus contains a second open 

reading frame (X-ORF), accessed via ribosomal frameshifting. The frameshift product, 

termed PA-X, comprises the endonuclease domain of the viral PA protein with a C-terminal 

domain encoded by the X-ORF and functions to repress cellular gene expression. Loss of PA-

X expression leads to changes in the kinetics of the global host response, which includes 

increases in inflammatory, apoptotic, and T lymphocyte-signaling pathways (Jagger et al., 

2012). 

In addition, novel PA-related proteins in influenza A virus-infected cells have been 

recently identified. These newly proteins are translated from the 11th and 13th in-frame AUG 

codons in the PA mRNA and are, therefore, N-terminally truncated forms of PA, which we 

named PA-N155 and PA-N182, respectively. The function of these proteins needs to be 

investigated (Muramoto et al., 2013). 

Segment 4: Hemagglutinin. The hemagglutinin (HA) is a homotrimeric integral 

membrane glycoprotein and the major surface antigen of the influenza virus. It is responsible 

for binding to host sialic acid receptors for viral entry into cells and for fusion of viral and 

endosomal membranes to release viral nucleocapsids into the cell cytoplasm (Skehel and 
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Wiley, 2000). The HA is cleaved into two subunits, HA1 and HA2, connected by disulfide 

linkages. This cleavage is mediated by host trypsin-like proteases and is required for the 

virus-cell fusion. The HA consists of two distinct domains: (a) a globular head formed by the 

HA1 that contains a conserved receptor binding site and five antigenic regions A-E and (b) a 

fibrous stem formed by both HA1 and HA2 (Wiley and Skehel, 1987; Weis et al., 1988). 

Segment 5: Nucleoprotein. The nucleoprotein (NP) is the core of the ribonucleoprotein 

(RNP) complex binding the vRNA with the polymerase complex. It has also been suggested 

that NP controls the switching of the RNA polymerase from transcription to replication 

(Shapiro and Krug 1988). 

Segment 6: Neuraminidase. Segment 6 encodes for another integral membrane 

glycoprotein, the neuraminidase (NA), which is instrumental for cleaving the sialic acid 

receptor to facilitate viral release from infected cells (Palese et al 1974). 

Segment 7: M1 and M2. Segment 7 contains two overlapping reading frames encoding 

for two proteins, matrix protein 1 (M1) and matrix protein 2, (M2) which are translated from 

spliced mRNAs (Lamb et al 1981). The M1 protein forms a layer to separate the RNPs from 

the viral envelope and is involved in numerous functions related to the assembly and 

disassembly of viral particles, the transport of the RNPs to the nucleus, the nuclear export of 

viral proteins and viral morphology (Martin and Helenius, 1991).  

M2 is a tetramer integral membrane protein situated within the viral membrane as a proton 

ion channel that regulates the pH level. Its activity is essential for viral infection of host cells 

(Pinto et al., 1992).  

Segment 8: NS1 and NS2. The smallest viral segment 8 also contains two overlapping 

reading frames, which require mRNA splicing, that encode for two proteins: nonstructural 

protein 1 and 2 (NS1 and NS2). NS1 is the main non structural protein, involved in host cell 

processes to promote viral protein synthesis, as well as in sequestering cellular mRNAs in the 

nucleus so that their caps may be used as primers for viral mRNA synthesis (Qian et al 1994). 

NS1 also sequesters dsRNA to prevent induction of the host interferon response (Kochs et al., 

2007).  

NS2 is frequently referred to as the ñnuclear export proteinò (NEP) for its role in 

transporting newly synthesized RNP from the nucleus to the cytoplasm (O'Neill et al, 1998). 
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2.2.2.2 Replication cycle 

Infection of host cells by influenza is initiated by the binding of sialic acid (N-acetyl-

neuraminic acid) receptors on host cells by the globular head of the viral HA, followed by 

viral entry by endocytosis (Carroll et al., 1981; Tumpey et al., 2007). Upon cellular entry of 

the virus as an endosome, the acid environment induces a pH-dependent conformational 

change in the HA, which causes the viral and endosomal membranes to fuse and release viral 

RNPs into the cytoplasm (figure 2.5). This fusion occurs thanks to the cleavage of the HA0 

precursor molecule into the HA1 and HA2 subunits by host cell proteases (Skehel et al., 1982; 

Bullogh et al., 1994). Following viral entry, H ions flood through the M2 ion channel, causing 

the separation of the M1 from the RNPs to allow the transport of the RNPs from the 

cytoplasm into the nucleus, mediated by the nuclear localization signal (NLS) located at the 

extreme N-terminus of NP. All the vRNA syntheses, including viral transcription, replication 

and the assembling of vRNPs occur in nucleus. The viral RNA polymerase complex uses the 

negative sense vRNA as a template to synthesize both viral mRNA and cRNA, a full length 

copy of the vRNA which serves as a template for the synthesis of additional vRNAs (Herz et 

al., 1981). Following transcription, the mRNAs are transported to the cytoplasm where they 

are translated by the host ribosome. Newly synthesized viral proteins NP, PB2, PB1 and PA 

are transported back to the nucleus to bind to vRNA to form RNPs for new viral particles. 

The HA, NA and M2 are transported via the Golgi apparatus to the cell membrane, where 

they aggregate with the RNPs and M1 proteins to form new viral particles and to be released 

from the cell upon NA cleavage of host sialic acid receptors (Baigent and McCauley, 2003) 

(figure 2.5). 
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Figure 2.5. Influenza A virus replication. 1) A virion attaches to the host cell membrane using HA and 

enters the cytoplasm by receptor-mediated endocytosis, thereby forming an endosome. 2) HA2 

promotes fusion of the virus envelope and the endosome membranes. M2 acts as an ion channel 

making the inside of the virion more acidic. As a result, the major envelope protein M1 dissociates 

from the nucleocapsid and vRNAs are translocated into the nucleus. 3) In the nucleus, the viral 

polymerase complexes transcribe (3a) and replicate (3b) the vRNAs. 4) Newly synthesized mRNAs 

migrate to cytoplasm where they are translated. 5) Post-translational processing of HA, NA, and M2 

includes transportation via Golgi apparatus to the cell membrane (5b). NP, PB2, PB1 and PA move to 

the nucleus (5a) and bind the newly synthesized copies of vRNAs. 6) The nucleocapsids migrate into 

the cytoplasm and eventually interact via protein M1 with a region of the cell membrane where HA, 

NA and M2 have been inserted. 7) NA destroys the sialic acid moiety of cellular receptors, releasing 

the progeny virions from infected cell. By User:YK Times GFDL 

(http://www.gnu.org/copyleft/fdl.html), CC-BY-SA-3.0 (http://creativecommons.org/licenses/by-

sa/3.0/), via Wikimedia Commons 
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2.2.2.3 Evolution 

Influenza A viruses are dynamic and are continuously evolving. They can change in two 

different ways: drift and shift. While influenza viruses are changing by genetic drift all the 

time, genetic shift happens only occasionally.  

Genetic drift refers to small gradual changes, which occur through point mutations. These 

may happen unpredictably and result in minor changes to influenza genome. When they occur 

in the two genes that codify for the main surface glycoproteins (HA and NA), new virus 

strains that may not be recognized by antibodies to earlier influenza strains may be produced. 

The antigenic drift in human influenza viruses has been well described. This is the main 

reason why people can be infected with influenza viruses more than once, and why global 

surveillance is critical in order to monitor the evolution of human influenza virus stains. This 

allows the selection of the most suitable strains to be included in the annual production of 

influenza vaccine. There is scientific evidence indicating that evolution and antigenic drift of 

human influenza (H1 and H3 subtypes) viruses are driven by multiple mutations within major 

antigenic sites located in the receptor binding subdomain of the HA protein (RBD) (Hensely 

et al., 2009; Shih et al., 2007). In avian influenza viruses, the occurrence of the antigenic drift 

is not as  well documented and the mechanisms remain to be clarified, particularly with 

reference to the use of vaccines as control measures. Antigenic diversity has been described 

for H5N2 viruses causing a low-pathogenic AI epidemic in Mexico (Lee et al., 2004) and for 

H5N1 HPAI viruses in Asia and in Egypt (Balish et al., 2010; Beato et al., 2013; Cattoli et al., 

2011; Wu et al., 2008). However, the driving mechanisms and the impact on control measures 

have not yet been established. 

Antigenic shift refers to an abrupt, major change to produce a novel influenza A virus 

subtype. Due to their segmented nature, influenza genomes can be readily mixed in host cells 

infected with more than one virus. As a consequence, new strains can suddenly be produced 

by reassortment. For example, when a cell is infected with influenza viruses from different 

species, reassortment can result in progeny viruses containing genes from strains that 

normally infect birds, and genes from strains which normally infect humans. This leads to the 

creation of new strains which may cause influenza pandemics in humans, as observed in the 

case of the 1957 and 1968 pandemics (Clancy et al., 2008). 

In the last century, three subtypes of the influenza A virus have been established in 

humans: 1918 - H1N1; 1957 - H2N2; 1968 - H3N2; 2009 - H1N1 (Morens et al., 2009). In 
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1957, the H2N2 pandemic virus acquired the HA, NA and PB1 segments through 

reassortment with an avian H2N2 influenza virus, while retaining five segments (PB2, PA, 

NP, M and NS) of the H1N1 virus of human origin. Similarly, the 1968 H3N2 pandemic virus 

acquired avian HA and PB1 segments, while retaining six human H2N2 segments (PB2, PA, 

NP, NA, M and NS) (Scholtissek et al., 1978). Differently, the 2009 pandemic H1N1 virus 

was derived by reassortment of two pre-existing swine IAV (Garten et al., 2009). 

Today H5, H7 and H9 avian influenza virus subtypes top the World Health Organization's 

list for the greatest pandemic potential. Indeed, the spread of HPAI and LPAI viruses of the 

H5, H7 or H9 subtypes amongst birds and sporadic infection in humans (as described in 

chapter 2.2.1.2.) - where adaptive mutations or reassortment events between human and avian 

influenza strains may occur - continues to pose a threat to public health (Lin et al., 2000). 

 

2.2.3 Avian influenza pathotypes 

So far, only some strains of viruses of the H5 and H7 subtypes have been shown to cause 

the highly pathogenic form of the disease in susceptible species.  

The hemagglutinin glycoprotein is produced by all influenza A viruses as a precursor, 

HA0, which requires a post-translational cleavage by host proteases to be functional (Vey et 

al., 1992). The HA0 precursor proteins of avian influenza viruses of low virulence for poultry 

have a single arginine at the cleavage site and another basic amino acid at position -3 or -4 

from the cleavage site. These viruses are limited to cleavage by extracellular host proteases, 

such as trypsin-like enzymes and thus restricted to replication at sites in the host where such 

enzymes are present, i.e. the respiratory and intestinal tracts. H5 and H7 HPAI viruses possess 

multiple basic amino acids (arginine and lysine) at their HA0 cleavage sites (Wood et al., 

1993; Senne et al., 1996; Vey et al., 1992) and are cleavable by one or more intracellular 

ubiquitous proteases (Stieneke-Gröber et al., 1992). H5 and H7 HPAI viruses are able to 

replicate throughout the bird, damaging vital organs and tissues and causing disease and 

death.  

It appears that HPAI viruses arose by mutation after the introduction of LPAI H5 or H7 

viruses into poultry from the wild bird reservoir. Several mechanisms seem to be responsible 

for this mutation: a) insertion/substitution of basic amino acids at the HA cleavage site, which 

most likely occurred due to a transcription error by the polymerase complex, or b) non-

homologous recombination which results in the insertion of a foreign nucleotide sequence 
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(Perdue et al., 1998). The factors that bring about mutation from LPAI to HPAI are not 

known. In some instances, mutation seems to have taken place rapidly (at the index case site) 

after introduction from wild birds; in others, the LPAI virus progenitor had been circulating  

in poultry for months before mutating. Therefore, it is impossible to predict if and when this 

mutation will occur (Alexander, 2000).  

Besides mutations in the HA cleavage site, other amino acid substitutions located in 

different gene segments can be responsible of the viral pathogenicity and can enhance various 

aspects of the viral life cycle, including virus binding and entry, genome transcription and 

translation, virion assembly and release, and evasion of innate immune responses. Mutations 

in the viral polymerase complex, such as the PB2 627K or D701N mutations, in the PB1-F2 

protein, such as N66S and in the NS1, as amino acid 92E or mutations at the carboxyterminal 

portion, have been recognized as important contributors to viral pathogenicity (Tscherne and 

García-Sastre, 2011).  

In addition to the H5 and H7 subtypes, also some H10 viruses fall within the definition of 

HPAI (Alexander, 2008). However, these viruses do not possess a multi-basic cleavage site 

and do not cause systemic infection. They are known to have tropism for the kidney, and the 

impaired function of this organ is what determines death of the bird when the virus is 

administered intravenously (Swayne and Alexander, 1994). 

 

 

2.3. RABIES VIRUS  

 

Rabies virus (RABV), a member of the genus Lyssavirus in the family Rhabdoviridae, is a 

neurotropic virus that causes fatal encephalitis in warm-blooded animals. 

At present, the Lyssavirus genus includes 12 species: Rabies virus (RABV), Lagos bat 

virus (LBV), Mokola virus (MOKV), Duvenhage virus (DUVV), European bat lyssavirus 

type 1 (EBLV-1), European bat lyssavirus type 2 (EBLV-2), Australian bat lyssavirus 

(ABLV), Aravan virus (ARAV), Khujand virus (KHUV), Irkut virus (IRKV), West 

Caucasian bat virus (WCBV), and Shimoni bat virus (SHIBV) (Kuzmin and Tordo, 2012). 

In addition, new lyssaviruses are routinely described, such as Bokeloh bat lyssavirus 

(BBLV; Freuling et al., 2011), Ikoma lyssavirus (IKOV; Marston et al., 2012) and Lleida bat 

lyssavirus (LLEBV; Ceballos et al., 2013), which still await classification assessment. Among 
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the currently recognized species, RABV is the most broadly distributed and causes over 99% 

human rabies cases in the world (Kuzmin and Tordo, 2012). 

 

2.3.1. Epidemiology of rabies virus 

Rabies is an enzootic disease widespread throughout the world and is a serious problem in 

developing countries. According to WHO, almost 55,000 people die because of rabies every 

year (WHO, 2005). Rabies viruses are adapted to various animal species (acting as reservoir) 

on which they depend for their existence. Viral infection of a species that does not normally 

maintain that virus (spill-over infection) occurs frequently, but only rarely results in spread 

within the new host (Nadin-Davis & Real, 2011). Although rabies is a zoonotic disease, 

human infections and deaths are an unfortunate consequence of biologic processes of virus 

maintenance in which humans play no significant role. The route of infection is usually, but 

not always, by bite. Indeed, in many cases, the infected animal is exceptionally aggressive, it 

attacks without provocation and exhibits otherwise uncharacteristic behaviour.  

On a global basis, the domestic dog remains the most important reservoir of rabies. 

Although rabies has been eliminated in most European countries, canine rabies remains 

largely uncontrolled throughout most of Asia and Africa (Niezgoda et al., 2002), where dogs 

remain the main reservoir and transmitters of rabies to humans (Arai, 2005). Majority of wild 

reservoirs belongs to the family Carnivora and include foxes in the Artic (Alopex lagopus), 

Canada, central and western Europe and the Middle East (Vulpes vulpes), and scattered foci 

elsewhere throughout North America (e.g., Urocyon cinereoargenteus) (de Mattos et al., 

2001; King, 1998). Other important terrestrial mammal hosts of RABV include common 

racoons (Procyon lotor) and shunks (Menphitis menphitis) in North America, and the racoon 

dogs (Nyctereus procyonoides) in Europe. Furthermore, insectivorous bats in North America 

and Australia and haematophagic bats in Latin America also act as reservoirs for RABV. 

Indeed, most human deaths in the USA are due to bat-associated RABV (Messenger et al., 

3003). 

 

2.3.2. Molecular biology of rabies virus 

Rabies virus has a single stranded, negative sense RNA genome of about 12 Kb, which 

encodes five genes - nucleoprotein (N), phosphoprotein (P), matrix protein (M), glycoprotein 

(G), and a viral RNA polymerase (L) - preceded at the 3ô end by a non coding leader 

http://en.wikipedia.org/wiki/Infection


 20 

sequence of about 50 nucleotides (LeRNA). The genes are separated by short sequences that 

represent the intergenic regions of the genome (figure 2.6). With regards to the relative 

conservation of these genes, the N gene is the most conserved, followed by the L, M, G and P 

genes (Wu et al., 2007). 

 

2.3.2.1. Genes and proteins 

Nucleoprotein. The nucleoprotein (N) is a phosphorylated protein consisting of 450 

amino acids, which protect the RNA genome from ribonuclease digestion (figure 2.6). It 

efficiently and specifically encapsidates the viral RNA to form the ribonucleoprotein (RNP) 

complex, which provides the template for RNA transcription and replication by the viral 

polymerase complex, which includes the P and L proteins (Tordo and Kouknetzoff, 1993). 

Phosphoprotein. The phosphoprotein (P) contains 297 amino acids and is expressed in a 

variety of phosphorylated forms. It plays a pivotal role as a cofactor in transcription and 

replication of the viral genome (Jackson & Wunner, 2002, Gupta et al., 2000), mediating the 

connection between the nucleoprotein-RNA complex and the RNA polymerase (Chenik et al., 

1994). It also binds to free nucleoprotein, thereby preventing the nucleoprotein aggregation in 

the cytoplasm (Liu et al., 2004).  

Matrix protein. The matrix protein (M) is the smallest (202 amino acids) and most 

abundant protein in the virion (Jackson and Wunner, 2002). It is a multifunctional protein: it 

plays a role in packaging the RNP into new virus particles, adheres to the inner wall of the 

envelope, interacts with the RNP and wraps the host cell membrane around the newly formed 

virus particles to form the viral envelope (Kiezle and Alcamo, 2007) (figure 2.6). 

 Glycoprotein. The glycoprotein (G) is 505 amino acids protein. It is a trimeric type I 

transmembrane glycoprotein that mediates both receptor recognition and low pH-induced 

membrane fusion and is responsible for inducing production of and binding with protective, 

virus-neutralizing antibodies (Mailard and Gaudin, 2002) (figure 2.6).  

RNA polymerase. The RNA polymerase or large protein (L) is the largest protein in the 

virion, which binds to the RNA complex via the phosphoprotein to form a complex 

responsible of replication and transcription of viral RNA (Chenik et al., 1994). It has an 

important role in the start of infection by initiating the primary transcription of genomic RNA 

once the nucleocapsid is released into the cytoplasm of the infected cell (Jackson & Wunner, 

2002). 
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Figure 2.6. The virion structure of the rabies virus and its genome. A) The negative-stranded 

single-stranded RNA genome (12 kilobases) is encapsidated in the nucleoprotein (green), forming the 

ribonucleoprotein (RNP). Two other viral proteins are associated with the RNP, the viral polymerase 

(grey) and the phosphoprotein (purple). This complex forms the capsid, which is associated to the 

membrane with two additional proteins: the matrix protein (brown) and the glycoprotein (yellow). 

From ViralZone, SIB Swiss Institute of Bioinformatic (http://viralzone.expasy.org/). B) A schematic 

diagram showing the organization of the Rabies genome. 

 

 

2.3.2.2. Replication cycle 

Rabies virus infection is initiated by attachment of the virus to a receptor on the host cell 

surface, which is mediated by the rabies virus glycoprotein. However, it is unclear which host 

cell molecule mediates viral entry into the cell, and recent evidence indicates that several 

different receptors can be used (Schennel et al., 2009). After binding to its cellular receptor, 

rabies virus enters into the host cell by endocytosis. A change in the pH inside the vesicle 

allows the fusion of the viral and endosomal membrane and the release of the viral genome 

into the cytoplasm (Whitt et al., 1991). Because the entry site of rabies virus is most likely a 

motor neuron at the neuromuscular junction, which does not provide the biochemical 

environment required for protein synthesis, the virion is subsequently transported in a 
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retrograde direction through the axon of the infected neuron (Kelly and Strick, 2000). Two 

different mechanisms have been suggested for rabies virus transportation through the axon: 

transportation of the only virus capsid or of the whole rabies virion within the vesicle 

(Schennel et al., 2009). In this stage the virus keeps a low profile and does not replicate until 

it has reached the cell body, so that it can evade the immune system and reach the brain. 

Once the virus particles arrive at the cell body of the neuron, the production of the virion 

components begins. Transcription of the viral genomic RNA occurs in the cytoplasm of the 

infected cell once the RNP core is released from the endosome. The transcription process is 

carried out on the RNP complex by the RNA-dependent RNA polymerase, which initiates 

transcription at the 3ô end of the genomic RNA, where it first synthesizes a small 55 

nucleotide RNA, the leRNA (figure 2.6). This is followed by the transcription of the five 

individual mRNAs from each gene (N, P, M, G and L), which encode the viral proteins. The 

polymerase complex stops at the signal sequence (U/ACUUUUUU), ignores the intergenic 

region of 2ï24 nucleotides and restarts transcription at the transcription start signal sequence 

(UUGURRNGA). Successful re-initiation of transcription at each intergenic junction does not 

always occur. An estimated 20-30% of the polymerase complexes that reach the gene junction 

dissociate from the nucleocapsid (Emerson and Yu, 1982). As a result, this ñstop-startò mode 

of transcription leads to relatively high levels of the 3ô terminal N mRNA, but progressively 

less P, M, G and L transcripts (Emerson and Yu, 1982).  

Besides regulating the transcription of rabies virus genes, the leRNA appears to contain 

the encapsidation signal for the nucleoprotein. It has been speculated that when sufficient 

nucleoprotein is available, encapsidation of the leRNA sequence results in the synthesis of a 

full -length anti-genome rather the the production of individual viral mRNAs, therefore 

switching transcription to replication (Liu et al., 2004). 

The last phase of the life cycle is the assembly of the viral components, budding and 

release of the rabies virus virions, which can start a new round of infection. Budding of rabies 

virus takes place at the plasma membrane, but it is unknown how the capsid is transported to 

the site of budding, although it has been demonstrated that both rabies virus matrix protein 

and glycoprotein play an important part in budding (Mebatsion et al., 1996; Mebatsion et al., 

1999). 
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2.3.2.3. Evolution 

The molecular diversity of rabies viruses has been increasingly reported both at a national 

and international level. Seven clades - namely Indian, Asian, Cosmopolitan, Africa-2, Africa-

3, Artic related and American indigenous clade - have been identified. With the exception of 

the American indigenous clade, most of RABV clades are associated totally or in part to dogs 

or other Canidae species, such as foxes, skunks, mongoose, jackals and wolves (figure 2.7).  

Indian clade. The Indian clade is distributed only within southern India and Sri Lanka. In 

the phylogenetic tree of all RABVs associated with terrestrial mammals, it has the most basal 

position, suggesting that it may have been the progenitor for all RABVs lineages harboured 

by terrestrial mammals (Bourhy et al., 2008). It is maintained in nature by dogs (Nanayakkara 

et al., 2003).  

Asian clade. The Asian clade is a heterogeneous lineage, for which the dog is the 

principal reservoir (Bourhy et al., 2008). It includes isolates from China to Indonesia and 

South-eastern Asia (Gong et al., 2010, Nishizono et al., 2002, Susetya et al., 2008).  

Cosmopolitan clade. The Cosmopolitan clade includes isolates circulating among 

terrestrial animals in Europe, the Middle-East, Iran, Kazakhstan, Russia, America and the 

genetic group previously referred to as Africa 1 (Bourhy et al., 1993, Kissi et al., 1995). This 

clade has been worldwide distributed mainly throughout human-assisted movement of pets 

from Europe during colonialism (Bourhy et al., 2008, Smith et al., 1992).  

Africa 2 clade. Viruses from the Africa 2 clade are distributed in West and Central Africa, 

with the dog acting as host reservoir (Bourhy et al., 1993,Kissi et al., 1995).  

Africa 3 clade The Africa 3 clade comprises viruses well adapted to the carnivores of the 

family Herpestidae (mainly the yellow mongoose), which is the main vector of rabies in Sub-

Saharan Africa (Bourhy et al., 1993,Kissi et al., 1995).  

Arctic -related clade. Arctic-related or Arctic-like includes viruses collected from a large 

area across the Northern hemisphere, ranging from central to eastern Asia as well as 

Greenland and North America (Mansfield et al., 2006, Nadin-Davis et al., 2007, Nadin-Davis 

et al., 1993). Phylogenetic analysis suggests that Indian isolates fall into a basal position, thus 

suggesting that the entire clade evolved from Indian dog viruses, with subsequent 

differentiation into genetic sub-clades according to the geographical location (Kuzmin et al., 

2008, Nadin-Davis et al., 2007).  
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American indigenous clade The majority of the viruses of the American indigenous 

clade circulate in chiropteran hosts together with a limited number of strains from terrestrial 

carnivores (Nadin-Davis & Real, 2011). It has been associated to different insectivorous bats 

in North America and to vampire bats (Desmodus rotundus) in Latin America (Nadin-Davis 

& Real, 2011).  

 

Figure 2.7. Neighbor-joining phylogenetic tree of the N gene sequences of 80 representative RABVs 

implemented in MEGA 4 software. Numbers at the nodes represent bootstrap values >70. Species 

assignments of all clades are shown in the boxes at the top right of the figure. The seven RABVs 

clades (cosmopolitan, Arctic, Africa 2, Afrca 3, India, Asia and American indigenous) are marked in 

blue. To the left of each clade name, the countries affected and the main reservoir species are 

indicated. (from Nadin-Davis & Real, 2011). 
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2.4. SEQUENCING TECHNOLOGIES  

 

2.4.1. Sanger sequencing 

Sequencing allows the nucleotide sequence of a portion of DNA to be determined. Sanger 

sequencing, also called "first generation sequencing technology", is one of the sequencing 

methods I applied in this thesis. It was developed by Frederick Sanger and colleagues in 1977. 

Since then, many improvements have been made to the method (Sanger et al, 1992), the most 

notable being the introduction of fluorescent labeled dideoxy nucleotides with different 

colours. 

The Sanger method is a mixed-mode process involving synthesis of a complementary 

DNA template using natural 2ǋ-deoxynucleotides (dNTPs) and termination of synthesis using 

2ǋ,3ǋ-dideoxynucleotides (ddNTPs) by DNA polymerase (Sanger et al., 1977). For automated 

Sanger sequencing the four ddNTPs are labeled with different fluorescent tags. The ratio of 

dNTPs/dye-labeled ddNTPs in the sequencing reaction determines the frequency of chain 

termination, and hence the distribution of lengths of terminated chains. The dye-labeled DNA 

fragments are then separated by their size using high-resolution gel electrophoresis. Shorter 

DNA strands migrate through the gel material more quickly, and come out from the bottom of 

the capillary first, while longer strands become tangled in the gel material and take longer to 

emerge out from the bottom. As the strands emerge from the bottom of the capillary they pass 

through a laser beam that excites the fluorescent dye attached to the dideoxynucleotide at the 

end of each strand. This causes the dye to glow at a specific wavelength. The determination of 

the color is the underlying method for assigning a base call, and the order of the fluorescent 

fragments reveals the DNA sequence (Sambrook and Russel, 2001). 

Although nowadays the first generation sequencing technologies are highly reproducible 

and accessible tools, their application to large projects, such as whole genome sequencing or 

deep sequencing analysis, is expensive, time consuming and often require prior knowledge of 

the target genome for specific template application. New methods of sequencing have now 

been developed (second generation or, more commonly, next generation sequencing), which 

have entirely revolutionized our ability to sequence, as described in the next paragraphs. 

 

http://en.wikipedia.org/wiki/Frederick_Sanger
http://genome.cshlp.org/content/15/12/1767.long#ref-92


 26 

2.4.2. Next Generation Sequencing 

Recent advances in nucleic acid sequencing technologies, referred to as Next Generation 

Sequencing (NGS), have produced a true revolution in our ability to sequence. NGS platforms 

provide unprecedented throughput, generating hundreds of gigabases of data in a single 

experiment, with a dramatically reduction of the price per information unit (nucleotide) in 

comparison to first generation sequencing. Moreover, these technologies allow unbiased 

sequencing without prior knowledge of the complete DNA content in a sample, whilst 

retaining the flexibility to allow for targeted sequencing. 

 

2.4.2.1. Technologies ï Illuminaôs sequencing 

A number of different platforms are currently available, each utilizing different 

sequencing chemistries and detection strategies. Current NGS methods use a three-step 

sequencing process:  

¶ Library preparation. During this phase, DNA or cDNA fragments of appropriate 

lengths are prepared by either breaking long molecules or by using PCR amplification. 

Adapter sequences are joined to the DNA molecules (by ligation or amplification) and can 

include a barcode sequence which allows multiplexing of several samples in an experiment. 

¶ Individual DNA molecules in each library are clonally amplified. 

¶ Clonal DNA is sequenced by massive parallel sequencing. 

The NGS sequencing platforms use different detection principles including 

pyrosequencing (454 Life Sciences, acquired by Roche, available since 2005), Illuminaôs 

sequencing by synthesis (previously Solexa, available since 2007), SOLiD ligation based 

sequencing (Life Technologies, available since 2006), and, more recently, the Ion Torrent 

semiconductor sequencing technology. 

Since the Illumina sequencing is the technology applied in this thesis the remaining part of 

this paragraph will focus on its technical features.  

The sequencing technology developed by Illumina, is, like other high throughput 

sequencing methods, based on sequencing of short DNA molecules (at the time of writing the 

maximum size is 500 bp). After preparing the DNA fragments of an appropriate length, 

adaptor sequences are ligated to the fragment ends. The single-stranded fragments are then 

annealed to a glass surface already covered with small pieces of DNA complementary to the 

adaptor sequences. These oligos serve to capture the template DNA and as primers for 
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subsequent amplification. Amplification occurs on the slide by a process termed ñbridge 

amplificationò, in which each single stranded molecule binds at both ends to the oligo primers 

on the slide. Successive rounds of PCR result in the generation of small clusters consisting of 

many single stranded copies of the same fragment (figure 2.8).  

 

 

Figure 2.8. Bridge amplification. Free DNA end binds to complementary primer to form a bridge. 

Strands are copied. A cluster of fragments is formed after many iterations. 

 

 

When the clusters of fragments have been created, the process of sequencing-by-synthesis 

begins. Illumina uses fluorescently labelled reversible terminators, such that each single base 

incorporation on each molecule temporarily terminates the reaction. After incorporation of 

nucleotides, the unused ones are washed away and a laser is used to scan the surface which 

makes the fluorescent dyes emit light of different colors, one color for each type of 

nucleotide. A high-resolution digital image is used to determine which nucleotide is 

incorporated in each cluster of fragments. The terminator is then removed, allowing the 

template molecule to be extended again in the next round of sequencing (figure 2.9) (Radford 

et al., 2012; Pareek et al., 2011) 
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Figure 2.9. Sequencing by synthesis. a) All four labeled reversible terminator, DNA polymerase 

enzyme and primers are added to the flowcell. b) A laser excites the fluorescent dyes and a camera 

captures which colors the clusters emit. c) The reversible terminators are removed and the cycle is 

repeated.  

 

 

2.4.2.2. Application of NGS to RNA viruses 

Characterization of intra-host variability. At the level of the quasispecies, NGS 

technologies can detect low frequency mutations providing a snapshot of the entire viral 

population. The technology allows a) the comparison of genetically diverse populations from 

different replication sites within a host (Stack et al., 2013; Wright et al., 2011); b) the study of 

the evolution of intra-sample sequence diversity and the modification of the frequency of 

variants during serial transmission in different hosts (Morelli et al., 2013; Wilker et al., 2013); 

c) the understanding of the evolutionary dynamics of viral populations under selection 

pressures, with implications for immune response, antiviral drug resistance and pathogenicity 

(Capobianchi et al., 2013). 

Complete viral genome reconstruction. The advent of NGS has also led to the cost-

efficient sequencing of complete viral genomes, even in the case of unknown or poorly 

characterized viruses, starting either from cultured-enriched viral preparations, or directly 

from clinical samples through metagenomic sequencing of random library or amplicon 

genome sequencing (Capobianchi et al., 2013).  

Metagenomics. Metagenomics is the determination of the sequence content of a complete 

microbial community without the need of previous knowledge of the sequences. 
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Metagenomic applications of NGS include a) the discovery of novel viruses, as, for example, 

the identification in 2011 of the new Orthobunyavirus, subsequently named Schmallenberg 

virus, identified in an epidemiological cluster of diseased cattle in Germany (Hoffmann et al., 

2011); b) the characterization of the viriome in the environment, in animals or in humans 

(Capobianchi et al., 2013; Radford et al., 2012). 

 

2.4.2.3. NGS challenges 

While the advantages of NGS are numerous, several challenges remain to be addressed. 

Analysis of NGS data is complicated, due to short read lengths and to error introduction. This 

includes the errors associated with the sequencing chemistry and the library construction, as 

well as point mutations and insertions/deletions that may arise during reverse transcription 

and PCR amplification. For this reason, NGS data need to be ñcleanedò. This includes 

filtering to remove low-quality reads, alignment, error correction of reads, variant calling and 

frequency estimation. Discriminating true biological variants from those deriving from 

experimental noise is an important issue when trying to identify low frequency variants in a 

population, for example in viral quasispecies or metagenomic analyses (Beerenwinkel et al., 

2011). Each different NGS available platform has its own distinct characteristics in terms of 

read and error profiles, with the Illumina platform (the one used in this thesis) often regarded 

as having the lowest error rate (Loman et al., 2012; Quail et al., 2012). 

Currently, a multitude of software has been developed to address different aspects of NGS 

analyses (Beerenwinkel et al., 2011). However, the available algorithms can present some 

limitations (Finotello et al., 2012) and in-house resolution of bioinformatics problems are 

often needed to investigate novel datasets and specific hypotheses. In this context, researchers 

are frequently faced with the need to acquire computer skills and bioinformatics expertise.  

A further issue is the scale of genetic data produced by NGS technologies, which presents 

a physical constraint in terms of data storage and analysis. Large datasets typically require 

high performance computational clusters, which imply a considerable investment and require 

sufficient information technology support. 
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2.5. PHYLOGENETIC AN D EVOLUTIONARY ANALY SIS OF RNA VIRUSES 

 

The field of viral evolutionary analysis has greatly benefited from the increasing 

availability of viral genome sequences, the growth in computer processing power and from 

the development of sophisticated statistical methods. Application of these methods can help to 

a) determine the relationship among groups of organisms, b) infer the origin and the onset of a 

newly emergent epidemic, c) resolve the order of transmission events during an outbreak, d) 

follow the viral movements between different geographic regions or different tissues of a 

single infected host. This section will outline the methodologies used to explore the 

evolutionary biology of viral genome, including methods for phylogenetic inference, 

estimation of selective pressure and evolutionary analysis. 

 

2.5.1. Phylogenetic inference 

A phylogenetic tree describes the relationships among genes or among organisms. One of 

the first steps in the analysis of aligned nucleotide sequences is the computation of the matrix 

of genetic distances between all pair of sequences, which provides a measure of the similarity 

between sequences. The proportion of different sites between two aligned sequences is called 

observed distance or p-distance. However, p-distance generally underestimates the true 

genetic distance (d). Indeed, when two sequences are very divergent it is likely that, at a 

certain position, two or more consecutive mutations have occurred. As a consequence, a 

model of substitution, which corrects for multiple hits, is necessary. The simplest one-

parameter Jukes-Cantor model assumes that all nucleotides (A, C, T, G) occur in equal 

proportions and that the probabilities of each nucleotide substituting for another are equal 

among all six nucleotide pairings (AźC, AźT, AźG, CźT, CźG, TźG) (Jukes and 

Cantor 1969). However, the Jukes-Cantor model is considered an over-simplification of the 

process of nucleotide substitution and more complex models generally provide a statistically 

better fit to observed patterns of sequence evolution. The studies presented in this thesis 

employ the more complex general time reversible (GTR) model (Yang, 1994a). This model 

permits variation a) in the frequency of the four nucleotide bases and b) in the rate of 

substitution between nucleotide pairs, allowing the rate substitution between all the six 

nucleotide pairings to vary. In addition, rate of nucleotide substitution may vary at different 

sites across the genome. For example, in protein coding sequences third codon positions 
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mutate usually faster than first and second positions. The ũ-distribution accommodates for 

varying degree of rate heterogeneity. 

The methods for constructing phylogenetic trees from molecular data can be grouped 

according to the kind of data they use, discrete character states or a distance matrix and 

according to the algorithm, clustering algorithm and optimality criterion, as illustrated in table 

2.1.  

Distance methods. Distance methods start by calculating the evolutionary distance 

between each pair of operational taxonomic units (OUT), usually employing a model of 

nucleotide substitution to produce a pairwise distance matrix and then infer the phylogenetic 

relationship from this matrix by a variety of methods, including UPGMA, minimum evolution 

(ME) neighbour-joining (NJ). Among distance methods, the NJ is currently the most 

commonly used method to construct a distance tree. Starting with a star-like tree, the principle 

of this method is to find pairs of OTUs that minimize the total branch length at each stage of 

clustering of OTUs (Saitou and Nei, 1987). 

Maximum parsimony (MP). MP is based on the assumption that the most likely tree is 

the one that requires the fewest number of changes to explain the data in the alignment. 

Parsimony operates by selecting the tree or trees that minimise the number of evolutionary 

steps required to explained the data. Parsimony, or minimum change, is the criterion for 

choosing the best tree. An algorithm is used to determine the minimum number of steps 

necessary for any given tree to be consistent with the data. That number is the score for the 

tree, and the tree or trees with the lowest scores are the most parsimonious trees (Nei and 

Kumar, 2000). 

Maximum likelihood methods (ML). The main idea behind the ML method is to 

determine the tree topology, branch lengths and parameters of the model of substitution that 

maximize the probability of observing the sequence data. ML methods outperform other 

methods in term of accuracy (i.e. finding the correct tree), according to simulation studies 

(Kuhner and Felsenstein 1995; Huelsenbeck 1995). A main drawback of the ML method is its 

computational intensity, especially with a large number of sequences. Rather than evaluating 

every possible tree, heuristic searches use hill-climbing methods to limit the tree space that 

needs to be explored only to the one adjacent to the temporary tree (Holder and Lewis, 2003). 

If a tree with a higher likelihood score is found, the search is repeated, and then again, until 

no further score improvements are made. However, it is possible that this tree represents a 
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local peak rather than the ñsummitò of the tree space. To avoid missing the global optimal 

tree, which may be located beyond the explored tree space, perturbations in tree topology are 

generated by branch-swapping algorithms, such as nearest-neighbor interchange (NNI), 

subtree pruning and regrafting (SPR) and tree bisection-regrafting (TBR). These algorithms 

remove entire sections of the tree and reposition them in other parts of the tree to test any 

potential improvements in likelihood scores. 

Bayesian methods. Bayesian analysis of phylogenies generates a posterior distribution for 

a parameter, composed of a phylogenetic tree and of a model of evolution, based on the prior 

for that parameter and the likelihood of the data, generated by a multiple alignment. Similarly 

to what happens for maximum likelihood, the user postulates a model of evolution and the 

program searches for the best trees that are consistent with both the model and the data. 

However, while ML seeks the tree that maximizes the probability of observing the data given 

that tree, Bayesian analysis seeks the tree that maximizes the probability of the tree given the 

data and the model of evolution. However, it is usually not possible to calculate the posterior 

probabilities of all the trees analytically. The Markov chain Monte Carlo (MCMC) method, as 

implemented by the MrBayes program can be used for this purpose (Ronquist and 

Huelsenbeck, 2003). 

 

Table 2.1. Classification of phylogenetic analysis methods 

 
Optimality search 

criterion 
Clustering 

Character state 

Maximum Parsimony 

Maximum likelihood 

Bayesian inference 

 

Distance matrix Fitch-Margoliash 
UPGMA 

Neighbour-joining 

 

 

Maximum likelihood and Bayesian methods are considered the preferable method for tree-

building, particularly when evolutionary rates differ among lineages, and therefore are 

employed in the studies contained in this thesis. 

Confidence levels for each node of the phylogeny are statistically assessed using the 

bootstrapping method (Felsenstein, 1985). The bootstrapping method assesses the reliability 

of a phylogenetic structure by determining the proportion of ñpseudoreplicateò datasets 

http://en.wikipedia.org/wiki/Phylogenetic_tree
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supporting each node. These datasets are generated by randomly sampling the original 

character matrix (the columns of the alignment) to create new matrices of the same size as the 

original. These proportions (expressed as percentages) can be used as a measure of the 

reliability of individual branches in the optimal tree, with percentages >70 considered 

statistically significant. 

The basis for phylogenetic analysis is the identification of discrete clades of genetically 

related viral isolates that cluster together on a tree and share a unique common ancestor. 

Clades (or genetic clusters) are topologically separated by long branches and are considered 

statistically well supported when bootstrap values exceed 70 (Felstein, 1985). 

 

2.5.2. Estimating selection pressure 

Molecular adaptation by natural selection is one of the most important processes in 

biology. Mutation generates multiple genetic variants that can be fixed or eliminated from the 

population. This depends on a) the degree to which the mutation increases or decreases an 

individualôs ability to survive and reproduce in the current environment (fitness) and b) the 

size of the population. The effect of selection is to increase the frequency of beneficial 

mutations (those that increase an individualôs fitness) until they become fixed in the 

population (positive selection), or to decrease the frequency of deleterious mutations (those 

that decrease an individualôs fitness) until it is eliminated (negative selection). Selection does 

not affect the frequency of mutations that have no appreciable fitness effect, the neutral 

mutations.  

Mutations in protein coding sequences can be classified as either synonymous (silent) or 

non-synonymous (replacement). If we assume that selection acts less strongly on silent 

mutations, comparison of synonymous (Ŭ) and non-synonimous (ɓ) changes should reflect the 

action of natural selection. The ratio ɤ=ɓ/Ŭ (also referred to as dN/dS) has become a standard 

measure of selective pressure (Nielsen & Yang, 1998). ɤå1 signifies neutral evolution, ɤ>1 

negative selection and ɤ>1 positive selection.   

In this thesis, my main concern is the study of site-by site selection. This estimate has 

been made using different statistical methods available on the Datamonkey online version of 

the Hy-Phy package.  

Single likelihood ancestor counting (SLAC). SLAC is a quick counting method, which 

estimates the number of nonsynonymous and synonymous changes which have occurred at 
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each codon position throughout the evolutionary history of the sample. This approach 

involves reconstructing the ancestral sequences using likelihood-based methods and 

nucleotide and codon substitution parameters. SLAC is computationally fast, is adapted to 

process large dataset (>50 sequences) and does not make any assumption regarding the 

distribution of rate across sites. However, SLAC as other counting methods may lack power, 

especially for data sets comprising a small number of sequences or low divergence sequences, 

as the power of the test is limited by the total number of inferred substitutions at a site. In 

addition, counting the number of changes between ancestral states may underestimate the true 

number of substitutions, and hence, the number of changes inferred using this approach may 

not accurately reflect the rate at which a site is evolving (Kosakovsky Pond and Frost, 2005). 

Random effects likelihood (REL). The REL method originally proposed by Nielsen and 

Yang (1998) assumes a distribution of substitution rates across sites and infers the rate at 

which individual sites evolve. This inference can be based on the maximum likelihood 

estimates of the rate parameters (empirical Bayes) or on the posterior distribution of rate 

parameters (Hierarchical Bayes approach). The latter takes into account the rate distribution 

parameters, which can be subject to error, but, on the other hand, can be affected by an 

inadequate prior assumptions of the distribution of rate parameters. Consequently, for small 

or low divergence datasets, the errors in estimation of the rate distribution may be large, such 

that empirical Bayes approaches may give misleading results, while a hierarchical Bayes 

approach may be very sensitive to prior assumptions (Kosakovsky Pond and Frost, 2005). 

Fixed effects likelihood (FEL). The FEL method estimates the substitution rates directly 

at each site. Like counting methods, FEL makes no assumption regarding the distribution of 

rates across site, making the estimation of Ŭ and ɓ potentially more accurate. However, this 

method may require a substantial number of sequences (20-30) to gain power. In addition, 

parameters such as nucleotide substitution, codon frequencies and branch lengths are treated 

as known rather than subjected to error. However, this assumption has been shown to not lead 

to false positives (Kosakovsky Pond and Frost, 2005). 

Mixed Effects Model of Evolution (MEME) . The MEME is a generalization of FEL that 

is capable of identifying instances of both episodic and pervasive positive selection at the 

level of an individual site. Differently from FEL, which assumes that the same dN/dS (ɤ) 

ratio applies to all branches, MEME models variable ɤ across lineage at an individual site. 

MEME is nearly always preferable to FEL because it matches the performance of FEL when 
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there is no lineage-to-lineage variation in dN/dS, and significantly improves upon it when 

such variation is present (Murrel et al., 2012). 

Fast, Unconstrained Bayesian AppRoximation (FUBAR). The FUBAR is an 

approximate hierarchical Bayesian method using a Markov chain Monte Carlo (MCMC) 

routine, which ensures robustness against model misspecification by averaging over a large 

number of predefined site classes. This leaves the distribution of selection parameters 

essentially unconstrained, and also allows sites experiencing positive and purifying selection 

to be identified orders of magnitude faster than by existing methods (Murrel et al., 2013). 

 

2.5.3. Bayesian evolutionary analysis by sampling trees 

The BEAST software package is a Bayesian statistical framework implementing Markov 

chain Monte Carlo (MCMC) algorithms for phylogenetic inference, divergence time dating, 

coalescent analysis, phylogeography and other molecular evolutionary analyses.  

The BEAST software package explicitly models the rate of molecular evolution for each 

branch of the phylogenetic tree, either assuming a uniform rate across all branches (based on a 

ñstrictò molecular clock) or allowing rates to vary among lineages (a ñrelaxedò molecular 

clock). In addition, BEAST implements various models for the changes in the population size 

over time (e.g. constant, exponential, logarithmic, expansion, Bayesian skyline or skyride), 

different nucleotide substitution models (including HKY and GTR), models that allow 

different rates for the 1st, 2nd and 3rd codon positions, amino acid substitution models 

(Blosum62, CPREV, Dayhoff, JTT, MTREV and WAG) and so on (Drummond et al., 2013, 

Drummond and Rambaut, 2007).  

The BEAST package also analyzes the demographic history of a population of sequences. 

Under coalescent theory, the demographic history of a viral population can be viewed as a 

series of coalescent events with sequences traced back in time along parallel lineages to points 

of convergence that represent a most shared common ancestor (MRCA) (Drummond et al., 

2013, Drummond and Rambaut, 2007).  

Phylogeography inference is another important tool to trace the patterns of virus dispersal 

available in BEAST. Reconstructing the spatial process provides fundamental understanding 

of the evolutionary dynamics underlying epidemics. BEAST enables the reconstruction of 

timed viral dispersal patterns while accommodating phylogenetic uncertainty. Standard 

Markov model inference is extended with a stochastic search variable selection (BSSVS) 
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procedure that allows to construct a Bayes factor test that identifyes the most parsimonious 

description of the phylogeographic diffusion process (Lemey et al., 2009).  

 

2.5.4. BaTS ï Bayesian Tip-association Significance testing 

BaTS is a Bayesian MCMC approach to quantify the association of phenotypic characters 

(e.g. geographic locations, physical characteristics, epidemiological risk group, cell tropism, 

and so on) with the shared ancestry, as represented by a viral phylogenetic tree. Assigning a 

discrete character to each taxa of a phylogenetic tree, BaTS determines if closely related taxa 

are more likely to share the same character than expected by chance alone. If the trait 

represents geographic location, a strong association (the character is tightly correlated with 

phylogeny) reflects low lineage migration, on the contrary a weak association (the character is 

fully interspersed in the phylogny) represents high rates of gene flow. However, in many 

cases the phylogenetic distribution of the characters may be intermediate and their correlation 

with phylogeny less clear. BaTS allows to quantify and statistically test the strength of the 

association against the distribution of characters expected by chance. Starting from the 

posterior sample of trees, calculated by BEAST, BaTS estimates the parsimony score (PS) 

statistic, which represents the number of state changes in the phylogeny and the association 

index (AI) statistic. This takes into account the shape of the phylogeny by measuring the 

imbalance of internal phylogenetic nodes and the monophyletic clade (MC) statistic for each 

trait value, which quantify the phylogeny-trait associations, based on the dimension of the 

monophyletic clades whose tips all share the same trait value. This method incorporates 

statistical errors arising from phylogenetic uncertainty, returning the posterior distributions 

(95% confidence intervals) of the statistics and providing the significance estimation for these 

(Parker et al., 2007). 

 

 

2.6. AIMS OF THE THESIS 

 

RNA viruses are characterized by large population size, high replication rate and short 

generation time, which, collectively, are responsible for extremely high genetic variability. As 

a consequence, each viral population consists of dynamic mutant spectra (termed 

quasispecies) rather than of a defined genome sequence. Genetic diversity allows the viruses 
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to evolve in an ever-changing environment with shifting selection pressure. The advantage of 

maintaining multiple subpopulations is that, when the virus is shifted to a new environmental 

condition, a variant, which will be more fit in the new environment, may already be present in 

the population.  

The objective of my research is to provide a better understanding of the mechanisms 

underlying the evolutionary dynamics of RNA viruses. This would be beneficial to improve 

our capacity to identify effective target surveillance and potentially to predict evolutionary 

trajectory for appropriate selection of control strategies. 

To this end I applied first (Sanger sequencing) and second generation sequencing 

technologies and recently developed bioinformatics tools to explore the evolution of viral 

pathogenicity (chapter 5), the inter-host transmission of viral variants and their fixation in the 

viral population (chapter 5 and 6), the pattern of viral gene flows (chapters 3 and 5) and the 

evolution of viruses under different selection pressures (chapter 4).  
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Chapter 3 

 

The introduction of fox rabies into 
Italy (2008-2011) was due to two viral 

genetic groups with distinct 
phylogeographic patterns 

 

 

 

 

3.1. ABSTRACT  

 

Fox rabies re-emerged in north-eastern Italy at the end of 2008 and circulated until early 

2011. As with previous rabies epidemics, the Italian cases were linked to the epidemiological 

situation in adjacent regions. To obtain a comprehensive picture of the dynamics of the recent 

Italian epidemic, we performed a detailed evolutionary analysis of RABVs circulating in 

north-eastern Italy. Sequences were obtained for the hyper-variable region of the 

nucleoprotein gene, the complete glycoprotein gene, and the intergenic region G-L from 113 

selected fox rabies cases. We identified two viral genetic groups, here referred to as Italy-1 

and Italy-2. Phylogenetic and phylogeographic analyses revealed that both groups had been 

circulating in the Western Balkans and Slovenia in previous years and were only later 

introduced into Italy (into the Friuli Venezia Giulia region-FVG), occupying different areas of 

the Italian territories. Notably, viruses belonging to the Italy-1 group remained confined to the 

region of introduction and their spread was minimised by the implementation of oral fox 

vaccination campaigns. In contrast, Italy-2 viruses spread westward over a territory of 100 km 

from their first identification in FVG, likely crossing the northern territories where 
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surveillance was inadequate. A genetic sub-group (Italy-2A), characterised by a unique amino 

acid mutation (D106A) in the N gene, was also observed to occupy a distinct geographic 

cluster. This molecular epidemiological analysis of the 2008-2011 fox rabies epidemic will 

contribute to future control programmes both at national and regional levels. In particular, our 

findings highlight the weaknesses of the national surveillance strategy in the period preceding 

rabies re-emergence, and of control plans implemented immediately after rabies notification, 

and underline the need of a coordinated approach at the regional level for both the 

surveillance and control of wildlife rabies. 

  

 

3.2 INTRODUCTION  

 

Terrestrial rabies in Europe is caused by rabies virus (RABV; Rhabdoviridae) of the 

Cosmopolitan clade (Bourhy et al., 1999). Two main animal reservoir species are responsible 

for disease maintenance in the European continent ï the red fox (Vulpes vulpes) and the 

racoon dog (Nyctereutes procyonoides) ï with the latter mainly distributed in North-eastern 

Europe (Bourhy et al., 1999). The ancestry of this viral lineage in Europe dates back to the 

18th century, before it spread widely on a global scale by means of human-mediated dispersal 

and locally by natural wildlife migration (Bourhy et al., 1999,Badrane and Tordo, 2001,Smith 

et al., 1992). A phylogenetic analysis of European RABV revealed a number of distinct 

groups, each associated with a specific geographical area, as well as the westward and 

southward spread of the virus across Europe during the last century(Bourhy et al., 1999). A 

recent study tracing the evolution of RABV in the Balkans supported the phylogeographic 

pattern previously suggested for RABV in Europe (McElhinney et al., 2011). In particular, 

this study confirmed that the red fox is responsible for the maintenance of several sub-

lineages of viruses in this region, either those documented previously ï namely the Eastern 

European (EE) and Western European (WE) lineages (Bourhy et al., 1999) ï or newly 

described, including the so-called ñSerbian foxò group (McElhinney et al., 2011).  

The north-eastern territories of Italy were affected by rabies in the 1970s and 1980s, and 

more recently during the period 1991 to 1995. Epidemics of rabies in foxes were linked to 

infections in Austria and the nearby territories of former Yugoslavia. For this reason, the risk 

of rabies re-introduction into Italy from the bordering areas has long been recognised. 
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Vaccination campaigns using oral rabies vaccines have been conducted targeting the fox 

population in these areas in 1989 and between 1992 and 2004 (Mutinelli et al., 2004). The last 

case of rabies was diagnosed in a fox in the province of Trieste on the border with Slovenia in 

December 1995, and Italy has been classified as free from terrestrial rabies since 1997. 

In late 2008, fox rabies re-emerged in North-eastern Italy, with a total of 287 rabies cases 

confirmed in animals by February 2011. Despite the implementation of four oral rabies 

vaccination (ORV) campaigns in the affected territories in 2009, the infection spread 

westwards reaching the province of Belluno (Veneto region) in November 2009 (De 

Benedictis et al., 2009,Nouvellet et al., 2013). Due to the epidemic recrudescence, an 

emergency ORV campaign was undertaken in January 2010, followed by three emergency 

campaigns in the same year (Mulatti et al., 2011). The peak of the epidemic was recorded in 

the first half of 2010 (199/287 ï from January to June), with 174 cases notified in the Belluno 

province. Infection has predominantly affected the red fox population (242/287) with 

occasional spills-over into other wild species and domestic animals (45/287) (figure 3.1). 

Emergency vaccinations help alleviate the epidemic, with the last confirmed case in a fox in 

February 2011. Two ORV campaigns in both 2011 and 2012 were also carried out (Nouvellet 

et al., 2013). 

As with previous rabies epidemics, the recent Italian outbreaks have been linked to the 

epidemiological situation in the adjacent Balkan region (De Benedictis et al., 2008). To help 

inform future strategies for rabies control, we aimed to obtain a comprehensive picture of the 

epidemiological and evolutionary dynamics of these outbreaks. To this end we undertook a 

detailed evolutionary analysis of recent RABVs circulating in north-eastern Italy. 
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Figure 3.1. Annual distribution of red foxes collected through passive surveillance and assessment of 

vaccination efficacy in the Italian territories during the 2008-2011 epidemic (Nouvellet et al., 2013). 

Different grey gradations indicate different average levels of red fox sampling: bright grey, deep grey 

and black correspond to 1-4, 5-15 or more than 16 collected foxes, respectively. Black and red 

daggers: positive rabies cases detected in red foxes. Purple lines: areas subject to ORV. 

 

 

3.3. MATERIALS AND METHODS 

 

3.3.1. Sample collection and criteria for selection of viruses  

Most of samples analysed here were submitted for testing at Istituto Zooprofilattico 

Sperimentale delle Venezie (IZSVe) within the framework of enhanced passive surveillance, 

comprising dead animals found by hunters and forest rangers. In a few cases animals were 

killed due to the observation of severe neurological signs. However, to monitor the impact of 

the vaccination campaigns on fox populations, foxes were also sampled following these 

vaccination campaigns, and were tested for presence/absence of viral infection to assess both 

the vaccination immunity and the rate of bait uptake (Nouvellet et al., 2013).  
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To investigate the genetic diversity of RABV circulating in north-eastern Italy, a fragment 

of approximately 600 nucleotides (nt) of the N gene was sequenced from all rabies positive 

brain specimens (n=287). Only red fox samples were used for further analyses, as the others 

likely represent cases of transient spill-over (n=242/287). Of these, the identical sequences of 

samples collected from the same municipality and in the same month have been removed, 

leaving a data set of 128 sequences. Finally, only good quality sequences (i.e. with no 

degenerate bases) with a minimum length of 480 nt were retained for sequence analyses (n = 

113 sequences). Additional sequencing of the entire G gene (1572 nt) and the intergenic 

region G-L (520 nt) was performed for these 113 selected fox brain specimens. For all 

samples, the date of sampling and geographical location were available. Relevant 

epidemiological information for all the RABV isolates analysed in this study is provided in 

the Annex A (Annex A - TableA1).  

 

3.3.2. RNA extraction, RT-PCR and sequencing  

Viral RNA was extracted from brain specimens using the Nucleospin RNA II kit, 

according to the manufacturerôs instructions (MachereyïNagel GmbH & Co., Düren, 

Germany). Briefly, one hundred microliters of sample suspension were used for the 

extraction, and RNA was eluted in a final volume of 60 µl and stored at ï80 °C.  

One-Step RT-PCR amplification was performed using the Qiagen OneStep RT-PCR kit 

(Qiagen GmbH, Hilden, Germany) according to the manufacturerôs instructions. Primers used 

for the amplification of partial N gene sequences and complete G gene and G-L intergenic 

region sequences are listed in the Annex A (Annex A - Table A2). PCR products were 

analyzed for purity and size by electrophoresis in 2% agarose gel after staining with 

GelRedTM Nucleic Acid Gel Stain (Biotium, Hayward, CA). Amplicons were subsequently 

purified with ExoSAP-IT (USB Corporation, Cleveland, OH) and sequenced in both 

directions using the Big Dye Terminator v3.1 cycle sequencing kit (Applied Biosystems, 

Foster City, CA). The products of the sequencing reactions were cleaned-up using the 

Performa DTR Ultra 96-well kit (Edge BioSystems, Gaithersburg, MD) and analyzed on a 16-

capillary ABI PRISM 3130xl Genetic Analyzer (Applied Biosystems, Foster City, CA, USA). 
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3.3.3. Phylogenetic analysis  

Sequences were manually aligned using SeAl (http://tree.bio.ed.ac.uk/software/seal/) and 

compared with publicly available sequences obtained using remote BLAST searches in 

GenBank. Maximum likelihood (ML) trees were estimated using the best-fit general time-

reversible (GTR) model of nucleotide substitution with gamma-distributed rate variation 

among sites, and a heuristic SPR branch-swapping search available in PhyML version 3.0 

(Guindon and Gascuel, 2003). Parameter values for the GTR substitution matrix, base 

composition, gamma distribution of the rate variation among sites (with four rate categories, 

ũ4) were estimated directly from the data using MODELTEST(Posada and Crandall, 1998). 

A bootstrap resampling process (1,000 replications) using the neighbor-joining (NJ) method 

was used to assess the robustness of individual nodes of the phylogeny using PAUP* 4.0 

package (Wilgenbusch and Swofford, 2003) and incorporating the substitution model 

obtained by MODELTEST as described above. The ML tree topology was also compared to 

that obtained using the Bayesian phylogenetic method available in the MrBayes v.3.1.2 

package (Ronquist and Huelsenbeck, 2003), again using the model of nucleotide substitution 

estimated by MODELTEST, with posterior probabilities values used to depict support for 

individual groupings. Amino acid substitutions along the branches of the phylogeny were 

identified using the parsimony algorithm available in MacClade program (Maddison and 

Maddison, 1989). 

 

3.3.4. Estimating a time-scale for the RABV evolutionary history  

The Time to the Most Recent Common Ancestor (TMRCA) of the Italian RABV 

sequence data was estimated using the concatenated N and G genes of the Italian viruses 

using the BEAST program v1.6.1 (Drummond and Rambaut, 2007), which employs a 

Bayesian Markov chain Monte Carlo (MCMC) approach. For each analysis, a flexible 

Bayesian skyline (BSP) coalescent tree prior (Drummond et al., 2005) and the HKY85 model 

of nucleotide substitution were used. Prior to the BEAST analysis we plotted genetic 

distances estimated from the ML tree (above) against day of sampling using the Path-O-Gen 

program (kindly provided by Andrew Rambaut, University of Edinburgh) to investigate the 

temporal signal in the data. Due to the low sequence divergence, the short sampling time 

span, and the insufficient phylogenetic signal, this analysis revealed no clear accumulation of 

sequence divergence over the sampling time span. For this reason, we specified informative 
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normal prior distributions on the evolutionary rate in BEAST and assuming a strict molecular 

clock. For this, we employed  a mean substitution rate of 3.30 x 10-4 (95% HPD, 2.02 x 10-4 

- 4.82 x 10-4) nucleotide substitutions per site per year (sub/site/year) for the G gene, 2.89 x 

10-4 (95% HPD, 1.34 x 10-4 - 4.60 x 10-4) sub/site/year for the N gene, and 3.40 x 10-4 

(95% HPD, 2.57 x 10-4 - 4.28 x 10-4) sub/site/year for the concatenated N and G-gene 

sequences, according to the results obtained by McElhinney et al. (2011). Similar rates have 

been obtained in other studies of RABV (reviewed in (Nadin-Davis and Real, 2011)) and 

hence are likely to be robust. In all cases, uncertainty in the data is reflected in the 95% 

highest probability density (HPD) values and, in each case, chain lengths were run for 

sufficient time to achieve convergence as assessed using the Tracer v1.5 program (Drummond 

and Rambaut, 2007). Finally, maximum clade credibility (MCC) phylogenetic trees were 

summarized from the posterior distribution of trees generated by BEAST using the program 

TreeAnnotator v1.5.3 (Drummond and Rambaut, 2007) after the removal of an appropriate 

burn-in (10% of the samples). The MCC trees were visualized using the program FigTree 

v1.3.1 (http://tree.bio.ed.ac.uk/software/figtree/), which allowed us to depict the divergence 

time for individual nodes in the trees. 

 

3.3.5. Phylogeography of RABV in Italy 

To determine the spatial dissemination of the RABVs in Italy and the Balkans, the 

sequences of the N gene were grouped into six geographic regions, namely; (i) Italy-A 

(yellow area in figure 3.3, corresponding to the South-central part of the Friuli Venezia Giulia 

region, FVG), (ii) Italy-B (green area, including the northern part of FVG, the mountainous 

areas in Belluno province, north-western area of the autonomous province of Trento and 

Bolzano), (iii) Italy-C (blue area, covering the piedmont areas in the Veneto region and the 

south-eastern part of the autonomous province of Trento), (iv) Bosnia and Herzegovina (BiH), 

(v) Croatia, and (vi) Slovenia. Phylogenetically divergent sequences from other geographic 

regions were excluded. This resulted in a final data set of 160 viruses that could be used for 

in-depth spatial analysis. Given the limited number of G gene sequences closely related to the 

Italian viruses available on GenBank (23 sequences from Slovenia and 1 sequence from BiH), 

this phylogeographic analysis was performed on the N gene data set and the concatenated N 

and G-gene sequences only. 
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Posterior distributions under the Bayesian phylogeographic model (Lemey et al., 2009) 

were estimated using a MCMC method implemented in BEAST. This model incorporated the 

date of sampling (year) and used a strict molecular clock, BSP prior, and the SRD06 model of 

nucleotide substitution. This method estimates a reversible diffusion rate for each potential 

diffusion pathway among the predefined locations while simultaneously estimating 

evolutionary and coalescent parameters, thereby allowing quantification of the uncertainty in 

ancestral state reconstructions given the available sample (i.e. ancestral geographic locations). 

We used a Bayesian stochastic search variable selection (BSSVS) to identify the links 

between these locations among the posterior sets of trees that explain the most likely 

migration patterns among the rabies viruses under study (Lemey et al., 2009). The BSSVS 

enables us to estimate Bayes factors (BF) that depict the support for individual transition rates 

between pairs of location states. We calculated the BFs using SPREAD (Bielejec et al., 2011) 

and consider rates yielding a BF> 5 (Annex A - Table A3) as well supported diffusion rates 

between specific localities. All parameters reached convergence, as visually assessed using 

Tracer v1.5. A MCC phylogenetic tree was summarized from the posterior distribution of 

trees generated by BEAST using the program TreeAnnotator v1.6.1 (Drummond and 

Rambaut, 2007) after the removal of 10% of the samples as burn-in, and visualized using 

FigTree v1.3.1. To summarize the posterior distribution of ancestral location states, nodes in 

the MCC tree were annotated with the modal location state for each node. The expected 

number of location state transitions conditional on the observed data was obtained using 

Markov jump counts (Minin and Suchard, 2008a,Minin and Suchard, 2008b) using BEAGLE 

(Suchard and Rambaut, 2009).  

 

3.3.6. Nucleotide sequence accession numbers  

The nucleotide sequences obtained in this study are available from GenBank under 

accession numbers KC197856 to KC197968 for the entire G gene and the intergenic region 

G-L, and EPI223068 to EPI223123 for the N gene. 
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3.4. RESULTS  

 

To investigate the genetic diversity of RABVs circulating in North-eastern Italy, the G and 

N genes of 113 Italian strains under study were aligned and compared with all the related 

sequences of viruses from Europe available on GenBank (120 for the N gene and 62 for the G 

gene). Bayesian phylogenetic trees inferred for the two genes confirmed the topologies of the 

ML phylogenies (figure 3.2 and Annex A - Figure A1). As expected, all RABVs circulating 

in north-eastern Italy from 2008 to 2011 cluster within the Cosmopolitan lineage. In 

particular, they belong to the óWestern European sublineageô, which includes viruses from 

France, Austria, Belgium, Germany, Slovenia, Croatia, BiH and Montenegro (Bourhy et al., 

1999,McElhinney et al., 2011,Rihtaric et al., 2011,Lojkic et al., 2012) and show the greatest 

similarity with strains from Western Balkans (Croatia and BiH) and Slovenia.  

Analysis of the N and G phylogenies of the Italian fox samples identifies two clearly distinct 

genetic groups of RABVs with relatively strong nodal support, designated Italy-1 and Italy-2 

(Figure 3.2, 3.3 and Annex A - Figure A1). These groups exhibit 31 nucleotide differences in 

the G gene and the intergenic region G-L, with a single amino acid signature in the G protein 

- 102R for Italy-1 and 121T for Italy-2 (antigenic site II). The Italy-1 group includes all the 

samples collected in the eastern and central part of FVG (area A in figure 3.3) from October 

2008 to April 2010, with the exception of one virus (RS09-25/fox/dec08/Udine) that clusters 

within the Italy-2 group. This second group includes all the sequences of fox samples 

collected between December 2008 and February 2011 in the Belluno province (Veneto 

region), the autonomous provinces of Trento and Bolzano and the western part of Udine 

province in FVG ( areas B and C in figure 3.3, figure 3.2 and Annex A - Figure A1). 

Interestingly, RS09-25/fox/dec08/Udine, the oldest isolate of the Italy-2 group and the only 

sequence from area A of FVG belonging to this genetic group, was collected in December 

2008, at the beginning of the epidemic, and in the same municipality (Resia, Lat: 

46°21'21.59"N; Lon: 13°17'40.16"E) that notified the first rabies case in October 2008. In 

addition, the Italy-2 group contains a distinct cluster of viruses in the N gene phylogeny, 

termed the Italy-2A subgroup, which represents viruses collected in 2010 from a limited area 

including the far western province of Belluno, and the autonomous provinces of Trento and 

Bolzano (grey dots in figure 3.3). Viruses clustering in the Italy-2A subgroup contain a 

unique amino acid mutation (D106A) in the N gene.  
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Figure 3.2. ML phylogenetic tree of the N gene of RABVs collected in Italy 2008-2011, combined 

with those from neighbouring countries. The sequence identification includes: sample registration 

number, species of origin, month and year of collection, province where the carcass was collected. The 

numbers at branch points represent bootstrap values (>60, in black) or posterior probabilities (>80, in 

blue). The Italian samples are highlighted in yellow. Two different genetic groups are indicated in 

different colours: blue ï Italy-1 and orange ï Italy-2. 

 

 

Our phylogenetic analysis also provided strong clues as to the origin of the Italian viruses.  

Specifically, the N gene phylogeny (figure 3.2) showed that viruses belonging to Italy-1 

group clustered with viruses from Croatia (2008 to 2010), BiH (2006) and Slovenia (2002 to 


