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Riassunto

Questa tesi raccoglie una serie di lavori sperimentali che si collocano nell’ambito della microfluidica aperta e dei fenomeni interfacciali di bagnamento e fondamentalmente studiano il comportamento di gocce depositate su superfici. Lo scopo principale di questo tipo di ricerca è lo sviluppo di superfici che presentino proprietà particolari, come ad esempio superfici autopulenti, antinebbia o antiriflesso, o di tecniche di manipolazione di gocce finalizzate ad applicazioni nel campo biologico o chimico.

In particolare questo lavoro considera metodi attivi e passivi atti a controllare sia la statica che la dinamica di gocce poste su superfici inclinate e quindi soggette ad una forza esterna costante, la forza di gravità. Tra le tecniche passive basate sull’utilizzo di superfici strutturate sono state studiate le proprietà di adesione di superfici polimeriche geometricamente nano/microstrutturate. Inoltre, campioni chimicamente eterogenei formati da regioni idrofiliche e idrofobiche di geometria diversa (strisce, quadrati, triangoli) si sono dimostrati uno strumento efficace per la regolazione passiva della velocità di scivolamento delle gocce. Questo tipo di superfici può influire non solo sulla velocità, ma anche sulla traiettoria della goccia. Per analizzare più nel dettaglio come si può deviare una goccia è stato studiato lo scivolamento su una superficie formata da due sole regioni di diversa bagnabilità, cioè una sorta di gradino chimico. D’altra parte, un controllo attivo implica l’applicazione di un campo esterno, ad esempio elettrico, magnetico o acustico. Come tecnica attiva in questa tesi è stata considerata l’applicazione di vibrazioni asimmetriche del substrato, capaci di indurre comportamenti dinamici interessanti e sorprendenti: piccole goccioline poste su un piano inclinato che oscillia verticalmente possono non solo rimanere ferme o scivolare, ma addirittura risalire contro la forza di gravità.

Anche se la maggioranza di questi esperimenti riguarda liquidi ordinari, in particolare acqua e soluzioni acquose, una parte della ricerca è stata dedicata allo scivolamento di fluidi complessi, più precisamente soluzioni polimeriche, caratterizzati da proprietà reologiche (ad esempio viscosità o effetti elastici) che dipendono dallo sforzo applicato sul fluido.

Parole chiave: Microfluidica, microfluidica aperta, gocce, microfabbricazione, PDMS, soft-litografia, fotolitografia, bagnabilità, adesione, linea di contatto, scivolamento.
This PhD thesis collects different experimental studies in the field of wetting phenomena and open microfluidics, which analyze the behavior of liquid drops on free open surfaces. The main goal of such a research is to develop smart coatings featuring useful wetting properties (e.g. water repellent, antifogging and antireflection materials) or techniques aimed at manipulating droplets for chemical or biological applications.

In particular this work considers both passive and active methods to control the statics and dynamics of drops deposited on an inclined plane and consequently subject to an external constant force, the gravity force. Among the passive techniques based on surface patterning, we investigated the adhesion properties of multiscale nano- and microstructured hairy surfaces made of polymers having different elasticity. Also, chemically patterned surfaces, formed by hydrophilic and hydrophobic regions of different shape (stripes, squares and triangles), have found to be an effective tool to passively tune drop sliding velocity. Chemically heterogeneous surfaces can affect not only sliding velocity, but also drop trajectory. To further investigate the deviation of a drop by means of a chemical pattern we considered a sample formed by only two regions featuring different wettability, i.e. a chemical step characterized by a linear interface. On the other hand, an active manipulation implies the application of an external field, as, for instance, electric, magnetic or acoustic. As active technique we considered asymmetric vibrations of the substrate, able to induce interesting and surprising dynamical behaviors: small droplets placed on a vertically oscillating inclined plane can stay pinned, slide down, but even climb up the surface against gravity.

Even if the vast majority of our experiments involves ordinary liquids, in particular water and aqueous solutions, our research about sliding includes also the study of complex fluids, more precisely polymer solutions, exhibiting rheological properties (e.g. viscosity and elastic behaviors) depending on the applied stress.

**Keywords:** Microfluidics, open microfluidics, droplets, microfabrication, PDMS, soft-lithography, photo-lithography, wetting, pinning, contact line, sliding.
Introduction

The study of the behavior of drops on open surfaces is fundamental for the production of surfaces featuring useful wetting properties and droplet manipulation in microfluidic platforms aimed at biological or chemical applications.

Special wettability properties. The realization of”smart” coatings can arise from the observation of nature, where many examples of interesting properties have been developed by plants and animals to meet the enviromental conditions [1]. The first and very famous example is the self-cleaning effect of the lotus leaf (see figure 1a), which needs to be always clean in order to capture the sun light: water drops are very mobile and roll on this surface removing all the dust. Such a behavior, also known as superhydrophobicity, is due to the roughness (see figure 1b) and hydrophobicity of the leaf surface, as discovered by the botanist Barthlott who first observed a lotus leaf under a scanning electron microscope [2]. Since this analysis, many studies have been performed to produce self-cleaning water repellent surfaces with different textures and materials to cover a wide range of applications, e. g. textile, building and car industry [3–19].

In addition, superoleophobic surfaces (see figures 1c and 1d) are even more difficult to achieve because oil intrinsically tends to spread and wet very well many kind of materials, indeed it is used as lubricant. Surface structures with particular shapes are necessary to repel oil [20, 21, 24–36]. Another case where drops are very mobile is the so-called Leidenfrost effect occurring on very hot surfaces: a cushion of vapour appears between the substrate and the drop which actually levitates without touching the surfaces, as shown in figure 1e, and this is the cause of its huge motility [23, 37–40].

Figure 1 : Examples of superlyophobic behaviors: a) water repellent lotus leaf and b) corresponding surface morphology [18]; c) and d) superoleophobic surfaces [20,21] and e) levitating droplet in Leidenfrost regime (scale bar corresponds to 1 mm) [22,23].
An interesting even if opposite behavior is the petal effect, characterized by a strong adhesion with water droplets, in spite of a high static hydrophobicity, that is droplets do not spread on the surface but assume an almost spherical shape, as shown in figure 2. The high adhesion between petals and water is common to many flowers which, indeed, require to be wet to avoid drying [41]. Furthermore, pronounced stickiness is also typical of the gecko’s feet allowing to climb up vertical walls (see figure 2) [42]. In this case the observation under the microscope shows the presence of hierarchical microstructures covered by nanohairs [41, 43, 44]. Again, mimicking nature, several works realized patterned surfaces reproducing the petal effect [9, 45–48]. High adhesive but hydrophobic surfaces can be exploited, for instance, to stop drops moving on a sample or to transfer drops from a sticky surface to a different substrate with minimal volume losses [49–51].

Figure 2: Examples of sticky surfaces: a) petal effect in many flowers [41]; b) Gecko’s foot with adhesive lamellae; c) portion of a single lamella formed by an array of setae; d) nanostructures in the tip of a seta [44].

Another quite useful property, mainly for drivers and glass-wearers, is antifogging. Fogging occurs when condensation produces droplets of size larger than half of the shortest wavelength of visible light. There are three kinds of surfaces where the formation of such droplets is suppressed: oleophobic [52, 53], superhydrophilic [54] and superhydrophobic [55–58]. In this case the source of inspiration from nature is the mosquito eye which has a composite structure formed by microscale hemispheres covered by nanoscale nipples organized in a hexagonal array preventing the formation of fog droplets (see figure 3) [59]. Indeed, the surface of mosquito eyes is always dry and clear even if exposed to moisture in watery and dim habitats, entailing an excellent sight.

Antireflection coatings can be exploited in many optical applications, such as lenses, solar cells, electrooptical devices and sensors, thanks to the efficiency in enhancing transmitted light and removing "ghost images". Antireflectivity is an important feature present, for instance, in the eyes of some insects, to allow a good sight in low-light conditions, or in the wings for camouflage by reducing reflection from transparent surfaces [60–62]. Again, such property is related to the particular morphology of the surface, being formed by arrays of nanoscale nipples, as observed in the moth eyes or in the cicada wings, as depicted in figure 3. Inspired by these examples, superhydrophobic antireflection coatings have been produced by means of several micro and nanofabrication techniques [63–68].

In desert environments the development of technologies for harvesting water from the atmosphere is fundamental. Obviously, nature has already evolved a large variety of systems for water collection in arid places as can be observed, for instance, in the Stipagrostis sabulicola (Namib dune bushman grass) [69], in cactus [70, 71], in lizards [72] and in the Stenocara sp. beetle or in the spider web (see figure 3) [73]. Different water harvesting samples have been realized mimicking the complex structures on the Stenocara’s back, composed by bumps featuring a smooth and hydrophilic peak in a
superhydrophobic background [73–76]. An alternative interesting approach considers fibers [77] or surfaces covered by fiber nanomats [78].

Figure 3: Smart textured surfaces featuring different properties: a) antifogging mosquito’s eyes and b) and c) corresponding surfaces structure [59]; d) antireflection cicada’s wings [79]; e) water collecting Stenocara sp. beetle and f) related surface texture [73]; g) cactus leaf and h) and i) microscope picture of its needles harvesting water through th mechanism shown in sequence j) [71]; k) water drops trapped on a spider web.

Open microfluidics. The second very important field involving drops is the so-called ”open microfluidics”, which studies the behavior of small amounts of liquid (typically in the nanoliter/microliter range) deposited on free surfaces. Open microfluidics moves from the traditional microfluidics [80,81], dealing with the handling of fluids in devices formed by closed microchannels, with the purpose to solve some inconveniences: for instance in closed chips small channels are easily clogged, there is not accessibility to liquids, flows through pipes of very small cross section are very difficult because of high fluidic resistance and fabrication is more complicated [82].

The real challenge in the field of open microfluidics is to achieve a complete control of drops, including their formation, emission frequency, volume [83], morphology [84–86], and, above all, motion, in order to exploit such technology for biological or chemical applications, as already done for closed microfluidics [81,87–90]. There are two main categories of methods devised to control droplets: passive techniques, based, for example, on surface geometrical or chemical patterning, and active techniques hinging on the application of external fields, e. g. electrical, magnetic or acoustic.
Among passive methods we can find, for instance, asymmetrical textures, where levitating Leidenfrost drops spontaneously move in a direction depending on the structures shape [37,91]. Drop self-propulsion can be obtained also by means of surfaces featuring a wettability gradient: droplets deposited on the more hydrophobic part of the sample move towards the more hydrophilic region [92–96]. If the sample is tilted and the more hydrophilic part is upward, the drop can also climb against gravity [97]. A similar effect can occur on homogeneous substrates heated with a thermal gradient because of the relation between surface tension (and accordingly wettability) and temperature [98,99].

Chemical patterns can be exploited even to affect drop trajectories: self-propelling droplets can be spatially confined in the hydrophilic pathways drawn on a hydrophobic background [100] and drops sliding down an inclined surface featuring stripes oblique with respect to the gravity direction deviate following the lines [101,102].

Another very peculiar phenomenon making droplets spontaneously move is the “long” and “short” range interactions between droplets made of a two-component solution, i.e., water and propylene glycol [103] (see figure 4c). “Long-range” interactions involve the vapour clouds surrounding droplets deposited at distances of up to several radii apart, while “short-range” interactions occurs when droplets meet. The vapour-mediated “long range” interaction is attractive, then the “short range” interaction can be either repulsive, causing drop propulsion (figure 4d), or attractive (figure 4e), leading to drop merging, according to the propylene glycol concentration in the two droplets.

On the other hand, active methods involve the application of external fields. The first and most common example is electrowetting (see figure 5 a-c): the shape of a polar fluid drop can be changed through the application of a potential difference between the surface and the liquid [104] in such a way to induce the motion of the contact line in the desired direction. This technology can perform dried blood spot analysis [105], extraction and quantification of estrogen in biological samples [106] and cell culture and analysis [107, 108], for example (see figure 5b and 5c). Actually, such a device takes a place halfway between closed and open microfluidics, indeed drops are usually sendweeched between
two plates and fluid accessibility is limited; moreover electrical field application could damage cells in biologic mixtures.

Figure 5: Drops subject to external fields: box a) basic principle of electrowetting [104]; box b) application of electrowetting for complete mammalian cell culture [108]; box c) analysis of a dried blood spot through electrowetting [105]; box d) shapes assumed by a ferrofluid drop subject to a magnetic field of magnitude increasing from left to right. For a high enough field the drop splits into daughter droplets [109].

Magnetic fields can affect ferrofluids, i.e. colloidal suspensions of ferromagnetic nanoparticles in a solvent containing surfactants (i.e. molecules formed by a polar head and an apolar chain which avoid particle clustering and precipitation). Ferrofluid drops subject to a magnetic field markedly deform their interface (spherical when the field is absent) to balance surface tension and magnetic forces. Unusual shapes are assumed (elongated, stretched or with spikes) according to the kind of ferrofluid, the field gradient and intensity, as reported in figure 5. Drops can even split into a regular number of daughter droplets (Rosensweig effect) [110] which can move on the surface [109]. Droplets covered by a ferrofluid layer impregnating a textured surface are attracted by magnets [111] and Leidenfrost oxygen drops can be deviated by means of permanent magnets.

The effectiveness of electrowetting and magnetowetting is restricted only to particular kinds of fluids: polar liquids and ferrofluids respectively. Such a limit can be overcome, for example, by means of acoustic vibrations applied to the substrate, which couple with liquid inertia, independently from particular physical or chemical fluid properties, therefore providing the possibility to handle any kind of liquid (see figure 6). Pure vertical (pumping mode) or pure horizontal (rocking mode) oscillations of the substrate cannot produce a net motion of the drop because of their intrinsic symmetry. To break this symmetry a combination of these two modes is required and can be obtained by using two independent orthogonal shakers [112] or by applying vibrations obliquely to the substrate, e.g. vertical vibrations to an inclined plane [113]. In the first case the direction of drop motion has been found to
depend on the phase shift between the two vibrations. In the second case the drop can be pinned, slide down or also climb uphill against gravity according to the combination of amplitude and frequency of oscillation. While the amplitude of these mechanical oscillations required for droplet displacement is in the millimetric range, much smaller amplitudes (up to hundreds of microns) are enough to move droplets through surface acoustic waves (SAW). Ultrasonic SAWs generated by means of transducers on piezoelectric substrates can either agitate the internal flow of a drop with pinned contact line, or induce a motion in the direction of the wave, accompanied by internal flow [114, 115]. The details of drop behavior depend on the combination of several parameters, such as wave frequency and amplitude, surface wettability, drop size and viscosity. The application of SAWs could be a further valid tool to handle droplets in discrete microfluidic devices [116, 117].

![Droplets subject to vibrations. Left panel: climbing drop on an inclined surface vibrating vertically [113]. Right panel: sequence of deformations of a drop actuated by surface acoustic waves [115].](image)

Obviously passive and active methods can be combined to find more reliable ways to control drops. For example electrowetting is often paired with patterned surfaces [105] and vibrations can be applied to chemical heterogeneous samples [118] or to a fluidic network [119].

Despite the large variety of studies about drop behavior, this is still an active, fermenting and hot topic where further research is necessary to better understand wetting mechanisms and where new ideas can lead to the production of surfaces with special wetting properties and to a complete handling of drops in digital-microfluidic platforms applied in chemical or biomedical processes.

This work. This thesis collects experiments about drops of millimetric size (featuring a volume typically of the order of microliters or tens of microliters) on inclined surfaces and, as a consequence, subject to a constant force (i.e., the gravity force). In particular different kinds of surfaces (homogeneous, heterogeneous and textured) and different types of fluids (pure liquids, solutions and complex fluids) have been investigated. Experimental observations are in some cases complemented by numerical simulations performed by theoretical coworkers.

The manuscript is organized as follows:

- Chapter 1 describes the theory explaining wetting and drop dynamics on inclined planes;
- the experimental setups used for the observation of drop behavior are described in Chapter 2
- Chapter 3 deals with the adhesion properties of surfaces covered by hairy structures;
- Chapters 4 and 5 report new results about sliding on chemically homogeneous and heterogeneous samples, respectively;
- Chapter 6 is devoted to the passage of drops through a chemical step;
- non-newtonian complex fluids are the subject of Chapter 7;
- Chapter 8 shows the interesting dynamics of droplets on inclined vibrating substrates;
- finally Conclusions summarize the main results of this work.
Chapter 1

Basic concepts about liquid drops

The following chapter deals with the theory underlying wetting phenomena and drop behavior on surfaces, starting from the fundamental concept of surface tension, explained in Section 1.1. Section 1.2 describes the static wettability of drops deposited on different kinds of horizontal surfaces (flat, rough or heterogeneous). Section 1.3 further analyzes drop shape considering also the size. Dynamical contact angles and contact angle hysteresis are the object of Section 1.4. The sliding of drops down inclined surfaces is treated in Section 1.5. Finally, Section 1.6 gives an overview of the main numerical methods applied for the simulation of drop statics and dynamics: lattice Boltzmann, Surface evolver and Cahn-Hilliard / Navier-Stokes (CHNS) model.
1.1 Surface tension

A liquid surface is smooth on an atomic scale and assumes the shape minimizing the surface energy. It can also be seen as a stretched membrane featuring a surface tension which opposes its distorsion. The physical origin of the presence of surface tension can be understood by considering a fluid at the molecular scale (see figure 1.1): a molecule in the bulk interacts with all its neighbours, on the other hand a molecule on the surface loses parts of these cohesive interactions and is in an unfavorable energy state. This is the reason why liquids adjust their shape in order to reduce the exposed surface area as much as possible. From this microscopic picture we can evaluate the surface tension for some fluids: if we define $E$ as the cohesion energy per molecule inside the liquid, a molecule at the surface has an energy of roughly $E/2$ less and surface tension is a direct measurement of the energy shortage per unit surface area. More precisely, if $a$ is the dimension of a molecule $a^2$ is its exposed area and the surface tension is of order

$$\sigma \sim E/(2a^2).$$ (1.1)

For instance, oils are characterized by van der Waals interactions and $E \sim kT$ which is the thermal energy (where $k$ is the Boltzmann constant and $T$ the temperature expressed in K). At room temperature (25° C) $kT = 1/40$ eV and the corresponding surface tension is $\sigma=20$ mJ/m$^2$. The surface tension of water is higher ($\sigma \sim 72$ mJ/m$^2$) due to the hydrogen bonds. An example of very high surface tension liquid is mercury ($\sigma \sim 500$ mJ/m$^2$), which is a strongly cohesive liquid metal. As surface tension characterizes a surface in open air, systems formed by two immiscible phases $a$ and $b$ feature an interfacial tension $\sigma_{ab}$ and all the considerations valid for surface tension hold also for interfacial tension.

Figure 1.1 : Physical origin of surface tension: molecules at the interface interact with less neighbours than molecules in the bulk.

Even if the concept of surface tension finds its explanation at the microscopic level, it is a macroscopic parameter which can be defined on a macroscopic scale in two main ways: taking into consideration surface work or capillary forces. In order to create a surface, energy is required because some intermolecular bonds have to be broken to bring a molecule from the bulk to the surface. From a macroscopic point of view, the work necessary to increase the surface area of a liquid by an amount $dA$ is proportional to the number of molecules
which have to be brought to the surface, i.e. $dA$ itself:

$$\delta W = \sigma dA,$$  \hspace{1cm} (1.2)

where the surface tension is the energy that must be supplied to increase the surface area by one unit and is expressed in mJ/m$^2$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.2.png}
\caption{a) Surface tension as a force per unit length normal to the mobile rod; b) surface tension applied in the ending point of an interface is parallel to the interface and directed inward to reduce surface area; c) elastic reply to a generic surface deformation $\delta$, due to the presence of surface tension (yellow arrow).}
\end{figure}

In addition, surface tension can be thought also as a force per unit length, as can be understood from the example shown figure [1.2a]. Such a system is a frame formed by three fixed sides and a rod of length $l$ free to move on the two parallel fixed sticks. If this apparatus is dipped in a viscous fluid to form a liquid membrane inside the rectangle, as soon as the frame is removed from the liquid, the mobile rod spontaneously moves in the direction of its opposite fixed side (see the arrow in figure [1.2a]) in order to reduce the membrane surface area. The work done for a rod displacement equal to $dx$ is:

$$\delta W = Fdx = 2\sigma ldx,$$  \hspace{1cm} (1.3)

where the factor 2 refers to the presence of two interfaces. As a consequence $\sigma$ is a force per unit length normal to the rod, lying in the plane of the surface and directed toward the liquid. Indeed, the most common dimensional units used for surface tension are mN/m.

In a particular situation where a surface has an ending point, as sketched in figure [1.2b], the force applied in such point is parallel to the surface and directed "inwards", as indicated by the arrow, in order to minimize the interface.

Generally, a surface deformed by $\delta$, as depicted in figure [1.2c], reacts through a restoring force $F \sim \sigma \delta$ and a corresponding energy $E \sim \sigma \delta^2$, resembling elastic systems where surface tension represents the spring constant.

Furthermore, surface tension can be related even to a pressure associated to curved surfaces, the Laplace pressure.
1.1 Surface tension

Figure 1.3: Sketch of an oil droplet (o) immersed in water (w). Inside the drop there is a pressure $p_o$ higher than the pressure in water $p_w$. The pressure jump is related to surface interface and drop curvature.

In the simplified example of an oil (o) drop immersed in water (w) depicted in figure 1.3, the shape adopted by the droplet to decrease its surface energy is a sphere of radius $R$. If the oil/water interface is displaced by $dR$, the corresponding work done by pressure and capillary forces is

$$\delta W = -p_o dV_o - p_w dV_w + \sigma_{ow} dA,$$  \hspace{1cm} (1.4)

where $dV_o = 4\pi R^2 dR = -dV_w$ and $dA = 8\pi RdR$ are the volume and surface increase, respectively, $p_o$ and $p_w$ are pressures in oil and water and $\sigma_{ow}$ is the interfacial tension between oil and water. The equilibrium condition $\delta W = 0$ implies

$$\Delta p = p_o - p_w = \frac{2\sigma_{ow}}{R};$$  \hspace{1cm} (1.5)

smaller droplets undergo a higher inner pressure.

More generally, according to the Laplace theorem, the pressure increase $\Delta p$ that occurs upon traversing the boundary between two fluids is equal to the product of the surface tension $\sigma$ and the curvature of the surface $C$:

$$\Delta p = \sigma C = \sigma \left(\frac{1}{R} + \frac{1}{R'}\right),$$ \hspace{1cm} (1.6)

where $R$ and $R'$ are the radii of curvature of the surface.
§ 1.2. Static wettability

This section deals with the theory about wetting, distinguishing between different kinds of surfaces: flat homogeneous substrates (1.2.1), heterogeneous samples (5) and finally rough surfaces (1.2.3).

§ 1.2.1. Flat homogeneous surfaces

A liquid drop deposited on an ideal flat homogeneous surface is a system composed by three interfaces (solid/liquid, solid/air and liquid/air), where, due to the symmetry of the problem, the contact area is circular and the liquid/air interface forms a static contact angle $\theta$ with the liquid/solid interface (see figure 1.4), which is the only parameter necessary to describe surface wetting.

A way to determine the value of $\theta$ is to consider the work (normalized to a unit length) done to displace the contact line by $dx$ along the solid surface, as sketched in figure 1.4:

$$\delta W = \sigma_{SL} dx - \sigma_{SA} dx + \sigma dxcos\theta,$$

where $\sigma_{SL}$, $\sigma_{SA}$ and $\sigma$ are the solid/liquid, solid/air and liquid/air interfacial tensions respectively. This work must be 0 at equilibrium, giving the Young’s equation:

$$\cos\theta = \frac{\sigma_{SA} - \sigma_{SL}}{\sigma}.$$  (1.8)

Equivalently, the triple contact line can be seen as formed by the ending points of three interfaces and, as already explained in Section 1.1, the forces applied in the contact points are tangent to the interfaces, as shown in figure 1.4b. At equilibrium the contact line does not move and the in-plane component of the resultant of such forces must be 0:

$$\sigma \cos \theta = \sigma_{SA} - \sigma_{SL},$$  (1.9)

leading again to the Young’s equation 1.8. This picture gives further information: the component of the force perpendicular to the solid surface ($\sigma \sin \theta$) is not 0 and, consequently, interesting behaviors...
can be observed in droplets on soft deformable substrates [120, 121] (see figure 1.4c).

While the solid/liquid and solid/air interface tensions are not accessible values, the directly measurable quantity is $\theta$, which is adopted to define the wettability of a surface (see figure 1.5):

- if a static contact angle $\theta < 5^\circ$ is reached almost instantaneously (within less than 1 second), the surface is superhydrophilic;
- if water drops feature $\theta < 90^\circ$, the surface is hydrophilic;
- if water drops have $\theta > 90^\circ$, the surface is hydrophobic;
- if water drops are characterized by $\theta > 150^\circ$, the surface is superhydrophobic.

![Figure 1.5: Wettability characterization through the value of the static contact angle assumed by a water drop deposited on the surface.](image)

For a smooth surface, $\theta$ is always smaller than $120^\circ$ and higher contact angles can be obtained by introducing roughness on the surfaces (see Section 1.2.3). More generally, a surface is defined lyophilic/lyophobic if the static contact angle of a liquid different from water is lower/higher than $90^\circ$.

§ 1.2.2. Heterogeneous surfaces

The static contact angle of a drop on a heterogeneous surface formed by areas of different wettability depends on the relative size of the drop with respect to the dimension of the domains. The statics of droplets featuring a size comparable with the dimensions of the patterns varies according to the position where the droplet is deposited. On the other hand, drops large enough to cover an area representative of the whole sample assume a static contact angle given by the weighted average of the wettability characterizing the different materials forming the surface. The precise evaluation of such apparent contact angle, $\theta_{CB}$, is given by the Cassie-Baxter model [122], which considers a flat smooth surface formed by two materials, labeled as 1 and 2, characterized by different static contact angles $\theta_1$ and $\theta_2$, obeying the corresponding Young’s equation 1.8 and fractions $f_1$ and $f_2$ with respect to the whole surface area.

To calculate $\theta_{CB}$ we can evaluate the work necessary to move (a unitary length of) the contact line by $dx$, covering species 1 and 2 with probability $f_1$ and $f_2$ respectively, as sketched in figure 1.6:

$$\delta W = f_1(\sigma_{SL} - \sigma_{SA})_1dx + f_2(\sigma_{SL} - \sigma_{SA})_2dx + \sigma dx \cos \theta_{CB}, \quad (1.10)$$
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Figure 1.6: Static contact angle on a heterogeneous surface formed by two different materials represented by red (dark) and yellow (light) colors. The drop is much bigger than surface domains and the resulting contact angle $\theta_{CB}$ is an average between the contact angles characterizing the two materials.

The equilibrium condition required for determining the static contact angle is $\delta W = 0$ and leads to:

$$0 = f_1(\sigma_{SL} - \sigma_{SA})_1 dx + f_2(\sigma_{SL} - \sigma_{SA})_2 dx + \sigma_{d} x \cos \theta_{CB}$$  \hspace{1cm} (1.11)

$$0 = -f_1 \cos \theta_1 dx - f_2 \cos \theta_2 dx + \cos \theta_{CB}$$  \hspace{1cm} (1.12)

where in the second passage the Young’s equation \textbf{1.8} holding on each material has been applied. By rearranging equation \textbf{1.13} we obtain the Cassie-Baxter relation:

$$\cos \theta_{CB} = f_1 \cos \theta_1 + f_2 \cos \theta_2$$  \hspace{1cm} (1.14)

The apparent contact angle $\theta_{CB}$ lies between $\theta_1$ and $\theta_2$, depending on the average of the cosines of the contact angles weighted according to the fractions of the two materials of the surface.

§ 1.2.3. Rough surfaces

There are two different kinds of wetting on a rough sample: the basic Wenzel model \textbf{1.23} (Section \textbf{1.2.3}), where the liquid touches the whole exposed surface, and the model by Bico et al. \textbf{124, 125} (Sections \textbf{1.2.3} and \textbf{1.2.3}), distinguishing between hydrophilic and hydrophobic cases and considering composite rough surfaces: on a hydrophilic surface where the liquid spontaneously fills the holes, a drop is in contact with a mixed solid/liquid wet substrate; on the other hand, on a hydrophobic surface, air is trapped between the structures under the droplet, which rests on a composite of solid and air. This last case is also known as Cassie state.
1.2 Static wettability

Wenzel model

The roughness of a surface can be described by the parameter $r \geq 1$, defined as the ratio between the real surface area to the apparent surface area, which is equal to 1 in the case of a flat smooth surface. To evaluate the apparent angle $\theta^*$ on a rough but chemically homogeneous surface we assume that the local contact angle $\theta$ is given by the Young’s equation \[1.8\] and the drop completely touches the surfaces and features a size much bigger than the roughness scale.

![Figure 1.7: Static contact angle on a rough surface according to the Wenzel model: the drop touches the whole solid surface formed by a texture featuring a typical dimension much smaller than drop size [126].](image)

The surface energy variation (per unit length of contact line) corresponding to a displacement $dx$ of the line of contact in a direction parallel to the surface is (see figure 1.7):

$$\Delta E = r(\sigma_{SL} - \sigma_{SA})dx + \sigma dx \cos \theta^*. \quad (1.15)$$

The equilibrium condition is the minimum of $E$, that is $dE = 0$, leading to the Wenzel relation:

$$\cos \theta^* = r \cos \theta. \quad (1.16)$$

Indeed, for $r = 1$, i.e. for a smooth surface, these formulas returns to the Young’s case \[1.8\] while for $r > 1$ there are two possible behaviors:

- $\theta^* < \theta$ if $\theta < 90^\circ$;
- similarly, $\theta^* > \theta$ if $\theta > 90^\circ$.

Surface roughness always magnifies the underlying wetting properties: both hydrophilic and hydrophobic characteristics are reinforced by surface textures. Another consequence of Wenzel model is the presence of wetting and drying transitions. Since $r$ is not bounded, there should exist a threshold value $r^* = 1/\cos \theta$ beyond which wetting becomes either total or zero according to the value of $\theta$. However this simplified view is arguable and actually there are restrictions to the domain of validity of Wenzel’s relation, as explained in the next sections.
**Composite rough surfaces: hydrophilic**

A rough hydrophilic surface can be thought as a thin porous medium where some liquid escapes from the drop to fill the surface structures, as shown in figure 1.8. As a consequence, the drop finds a mixed wet substrate formed by solid and liquid areas. To simplify the calculation of the apparent contact angle $\theta^*$ we consider a sample made of an array of regular tiles where the exposed solid edges are dry and the liquid fills the holes maintaining a horizontal interface (see figure 1.8) so that the whole substrate results to be flat.

![Figure 1.8](image)

*Figure 1.8*: Static contact angle on a hydrophilic porous surface where the liquid spontaneously fills the grooves: the drop feels a heterogeneous surfaces formed by liquid and solid domains.

If we define $f_s$ and $(1-f_s)$ the relative fractions of solid and liquid phases under a drop much bigger than surface structures and we apply the Cassie-Baxter relation 1.14 with contact angles $\theta$ and $0^\circ$ respectively, we find:

$$\cos \theta^* = 1 - f_s + f_s \cos \theta.$$  \hspace{1cm} (1.17)

Differently from Wenzel’s prediction, it appears clear that the condition of total wetting ($\theta^* = 0$) cannot be obtained simply by introducing surface roughness, since $\theta \neq 0^\circ$. In addition, this picture is valid if a penetrating film can develop in the textured surface. Considering again the sketch in figure 1.8 we can evaluate the condition required for the impregnation of the surface. If the wetting film advances by a distance $dx$, the wet surface area (per unit length of the film) is $rdx$, but this displacement also leaves a dry solid area $f_s dx$. The corresponding energy variation per unit length is

$$dE = (r - f_s)(\sigma_{SL} - \sigma_{SA})dx + (1 - f_s)\sigma dx.$$  \hspace{1cm} (1.18)

The formation of the impregnating film is energetically favorable, i.e. $dE < 0$ if the following inequality is satisfied:

$$\cos \theta > \frac{1 - f_s}{r - f_s} = \cos \theta_c.$$  \hspace{1cm} (1.19)

Such a condition defines a critical angle $\theta_c$ below which a film impregnate the texture. $\theta_c$ is comprised between $0^\circ$ and $90^\circ$ and can be derived by calculating the intersection between equations 1.16 and 1.17, as reported in the graph of figure 1.9.
• if $\theta_c < \theta < 90^\circ$ the solid remains dry and the correct description is given by the Wenzel model;

• when $0^\circ < \theta < \theta_c$ the formation of the penetrating film is promoted and the right equation is derived from the picture by Bico et al [124,125].

![Figure 1.9](image_url) : Relation between the apparent contact angle $\theta^*$ and the Young’s angle $\theta$ for a liquid drop lying on a textured surface [124–126].

**Composite rough surfaces: hydrophobic (Cassie state)**

A parallel approach can be adopted also for hydrophobic surfaces: in this case the energy of the dry solid is lower than that of the wet solid and, as a consequence, air pockets are trapped between surface structures, as depicted in figure [127].

![Figure 1.10](image_url) : Static contact angle on a hydrophobic porous surface where air pockets are trapped between the grooves: the drop rests on a mixed air/solid surface.
The static contact angle $\theta^*$ is then an average between the value on air ($\theta_{air}=180^\circ$) and on the flat solid ($\theta$) [128], applying again the Cassie-Baxter relation 1.14:

$$\cos \theta^* = f_A \cos \theta_{air} + f_S \cos \theta$$

$$= (1 - f_S)(-1) + f_S \cos \theta$$

$$= -1 + f_S(1 + \cos \theta)$$

(1.20)

(1.21)

where $f_A = 1 - f_S$ and $f_S$ denotes the fraction of the drop base touching the solid surface. This result is much different from the Wenzel’s prediction: as soon as air is trapped in the surface holes, $\cos \theta^*$ suddenly jumps to values lower than $(f_s - 1)$, approaching the value -1 as the solid fraction get smaller, as shown in figure 1.9. However, the ideal condition $\theta^* = 180^\circ$ is not physically realizable because it would mean $f_s=0$ or $\theta = 180^\circ$. Moreover in this "fakir regime" the drop is not affected by surface defects, being largely sustained by a defect-free cushion of air.

§ 1.3. Drop size

A sessile drop is subject to capillary and gravity force and its shape is a spherical cap if the capillarity contribution is dominant, whereas the drop is a flattened puddle when gravity is stronger (see figure 1.11).

Figure 1.11 : Sessile drops of increasing size: the shape is a spherical cap or a puddle depending on whether the dimension is smaller or bigger than the capillary length, but the contact angle is always the same.

The characteristic length discriminating between these two possible morphologies is the capillary length $K^{-1}$ defined by the balance between surface and potential energy ($\sigma R^2 \sim \rho R^3 gR$) or by comparing the Laplace pressure with the hydrostatic pressure ($\sigma / R \sim \rho g R$):

$$K^{-1} = \sqrt{\frac{\sigma}{\rho g}}$$

(1.22)

where $\rho$ is the liquid density and $g$ is the gravity acceleration. The value of $K^{-1}$ is generally around a few millimeters.

In addition, the static contact angle $\theta$ is a local quantity independent of drop volume even if gravity is dominant, as shown in figure 1.11 and as discussed in section 1.4 where gravity has not been considered.
In the particular case of a superhydrophobic surface the evaluation of drop shape can be simply derived considering the sketches in figure 1.12.

**size above** $K^{-1}$: the drop assumes a fattened shape, as depicted in figure 1.12a. The corresponding volume can be approximated with $V = \pi R^2 H$ and, as a consequence, the energy of this drop is

$$E \sim \pi R^2 \sigma + \pi R^2 \sigma + (1/2)\rho \pi R^2 H^2 g \sim 2\sigma V/H + (1/2)\rho VH g,$$

whose minimum is obtained for $H = 2K^{-1}$: the height of the puddle is the same, regardless drop volume;

**size below** $K^{-1}$: the drop is deformed as shown in figure 1.12b because of the gravity force. Surface tension opposes to such deformation and the equilibrium shape can be determined by equating gravity force and surface tension ($\sigma \delta \sim \rho R^3 g$) leading to $\delta \sim R^3/K^{-2}$ and $l \sim R^2/K^{-2}$.

On the other hand, the calculations for a partially wetting drop of generic angle $\theta$ is much more complex and we refer to [126] for a complete dissertation.
§ 1.4. Dynamic contact angles

Real surfaces are characterized by chemical or physical defects and, consequently, the static contact angle is not a single value, but rather there is a range of possible contact angles assumed by the drop maintaining the contact line pinned.

![Advancing and receding contact angles](image)

**Figure 1.13**: Advancing ($\theta_A$) and receding ($\theta_R$) contact angles defined a) by inflating or deflating a sessile drop or b) from the shape of a drop lying on a surface inclined by $\alpha_s$, the smallest inclination angle necessary to observe sliding.

If a sessile drop is inflated as shown in figure [1.13] the contact angle increases with the contact line initially pinned, then the contact points start moving when the threshold *advancing contact angle* $\theta_A$ is exceeded. Likewise, when the drop is deflated (see figure [1.13]), the contact angle decreases but the contact line does not move until the threshold *receding contact angle* $\theta_R$ is reached. The static contact angle on a real surface can assume every value within these two threshold angles. The difference between the advancing and receding contact angles $\Delta \theta = \theta_A - \theta_R$ is denoted as contact angle hysteresis and quantifies the degree of pinning on the surface.

Although the static contact angle can be predicted for several kinds of systems, as described in Section [1.2], dynamic contact angles cannot be theoretically calculated because of their dependence on the adhesion between liquid and substrate which is intimately connected to the details of defects and roughness of the surface. Advancing and receding contact angles appear also in drops lying on inclined surfaces: the shape is no more symmetric [129], that is the front assumes a blunt shape and the rear becomes thinner (see figure [1.13]). As the surface inclination increases, the front contact angle increases, while the rear contact angle decreases.

The different curvature of the front and rear parts of the drop implies the presence of a force pointing upward due to the Laplace pressure which is larger downstream, where the curvature is higher, and lower upstream, where the curvature is smaller. Indeed, for small inclinations, drops usually stand still because the adhesion to the surface is stronger than the gravitational force: this pinning occurs for inclination angles lower than a critical angle called sliding angle (the smallest angle beyond which the drop starts moving). To find the relation between the sliding angle ($\alpha_S$) and contact angle hysteresis we can consider the work done to move the drop by a distance $dx$ along the plane [130]. For sake of simplicity we assume an almost rectangular shape of the contact area of width $w$, as sketched in figure...
The force leading to drop sliding is the gravity force and the corresponding work relative to a displacement equal to $dx$ is

$$W = mgsin\alpha_S dx,$$  \hspace{1cm} (1.24)

where $m$ is drop mass, $g$ the gravity acceleration and $\alpha_S$ the sliding angle. In moving down by $dx$, a surface area $wdx$ is wetted in the front of the drop and an equal area is dewetted by the rear edge. The work done in wetting a unit area of solid surface is equal to $\sigma(1 + \cos\theta_A)$ and similarly, the work for dewetting a unit area of surface is $\sigma(1 + \cos\theta_R)$. Hence the total work associated to capillary forces is:

$$W = \sigma wdx \cos\theta_R - \sigma wdx \cos\theta_A.$$  \hspace{1cm} (1.25)

Combining equations (1.24) and (1.25) we obtain:

$$\frac{mg \sin\alpha_S}{\omega} = \sigma (\cos\theta_R - \cos\theta_A).$$  \hspace{1cm} (1.26)

More generally, for drops with different shapes we have:

$$mg \sin\alpha_S = kR\sigma (\cos\theta_R - \cos\theta_A),$$  \hspace{1cm} (1.27)

where $R$ is drop radius and $k$ is a dimensionless prefactor depending on the geometry of the contact area [131]. In equation (1.27) the threshold dynamic angles appear, giving an evaluation of the smallest inclination angle necessary to observe sliding, which increases as the hysteresis increases. Actually, such formula holds also for inclination angles $\alpha$ higher than the sliding angle, if the critical angles $\theta_R$ and $\theta_A$ are respectively replaced by $\theta_r$ and $\theta_a$, i.e. receding and advancing contact angles assumed.
by the drop sliding on the plane inclined by \( \alpha \).

In addition, rearranging equation 1.27 we can provide a criterion to evaluate surface adhesion, which is proportional to \( \Delta \theta \):

\[
\frac{V}{R} \propto (\cos \theta_R - \cos \theta_A)
\]  

(1.28)

if we fix the inclination, the volume \( V \) supported by the surface (divided by the contact area width) is proportional to the contact angle hysteresis and so a measurement of the maximum sustained volume can give a valuation of surface stickiness.

§ 1.5. Drops sliding on inclined surfaces

This section is divided into two parts describing the sliding of drops down homogeneous partially wetted surfaces (Section 1.5.1) and down superhydrophobic samples (Section 1.5.2).

§ 1.5.1. Sliding on partially wetted surfaces

Drops on a surface inclined by more than the sliding angle move on the plane being subject to three forces, whose in-plane components are [132,133], as depicted in figure 1.15:

- gravitational pull along the plane \( \sim \rho V g \sin \alpha \);
- viscous drag on the surface \( \sim -\eta U V^{1/3} \);
- interfacial forces \( \sim -\sigma V^{1/3} \Delta \theta \).

where \( \rho \) is the fluid density, \( \eta \) is its viscosity, \( \sigma \) is the surface tension, \( V \) is the droplet volume, \( U \) is its velocity, \( \alpha \) is the plate inclination and \( \Delta \theta \) is a non dimensional factor depending on the contact angle distribution along the perimeter and on the perimeter shape.

**Figure 1.15**: Cartoon of a sliding drop on a partially wetted plane tilted by an angle \( \alpha \). The characteristic sliding velocity \( U \) is governed by the down-plane component of the gravitational acceleration \( g \sin \alpha \), the viscous drag and capillary forces.

Initial motion can be both accelerated and at constant velocity, depending on many surface properties such as chemical composition, surface roughness or affinity with water [134], however the process
is dissipative: after a transient phase, forces balance and the drop reaches a steady state with a constant velocity and almost a constant shape \[132\], \[135\], \[136\].

Force balance implies a scaling law of the form:

\[
Ca \approx Bo - Bo_c
\]

where

\[Ca = \frac{\eta U}{\sigma}\]

is the capillary number;

\[Bo = V^{2/3} \frac{\rho g}{\sigma} \sin \alpha\]

is the effective Bond number based on the component of gravity parallel to the plane;

\[Bo_c\]

is a constant depending on the wetting hysteresis through \[\Delta \theta\].

Further details about the sliding of drops partially wetting smooth homogeneous surfaces are reported in Section \[4.1\].

With regards to drops internal fluidity, both theoretical studies \[135\], \[137\] and experimental observations \[138\], \[139\], \[140\] were lately conducted. Gao and McCarthy \[141\] postulated two mechanisms for droplets movement:

- a sliding motion, where particles near the solid-liquid interface exchange their position with those at the gas-liquid interface, while the bulk of the liquid rigidly translates. Particles in the rotating layer undergo a movement similar to the motion of a tread of a caterpillar tank;
- a rolling motion, where the whole fluid mass assumes a circulatory movement.

Even if simulations predict a rolling motion \[135\] \[137\], PIV (Particle Imaging Velocimetry) \[138\], \[140\] and PTV (Particle Tracking Velocimetry) \[139\] reveal two different components in water droplets internal motion: caterpillar-like rotation flow (rolling) and slippage at the solid-liquid boundary (slipping), as depicted in figure \[1.16\]. Indeed behavior in regions inside a drop is a very recently studied phenomenon which needs further research to be completely understood.

![Figure 1.16](image-url)

**Figure 1.16** : Internal flow of water droplets moving on homogeneous hydrophobic surfaces: (a) simulation prediction \[135\], (b) example of internal fluidity measurement \[139\] (above) and cartoon of droplet movement (below) \[139\].
§ 1.5.2. Sliding on superhydrophobic surfaces

Liquid drops move very easily on superhydrophobic surfaces due to the very low contact angle hysteresis [142,143] (lotus leaf effect [19]): the sliding angle $\alpha_s$ is much lower than on hydrophilic or hydrophobic surfaces. In this case, sliding angles depend on factors such as surface wettability and texture geometry and roughness, being very different on various surfaces: for example in [144] the sliding angle of a 5 $\mu$l water droplet was found to be between 5° and 30° depending on the area fraction of the solid liquid interface; Miwa et al. [145] produced instead a substrate featuring a sliding angle of 1° for 7 $\mu$l water droplets.

The behavior of drops moving on superhydrophobic inclined surfaces is strictly related to the viscosity of the fluid and the two cases of low viscosity, i.e. similar to water, and high viscosity, i.e. much higher than water, are discussed below in two distinct sections.

Low viscosity fluids

Initial sliding motion of low viscosity small droplets consists of an uniformly accelerated motion. Acceleration is constant because at this stage air friction is negligible and forces acting on the drop are the gravitational force $F_g$ and a resistance force $R$, due to interaction with the surface, independent on drop velocity, which can be considered as a dynamic friction. The resulting equation of motion is:

$$ma = F_g - R = mg \sin \alpha - \mu N = mg \sin \alpha - \mu mg \cos \alpha$$

(1.30)

$$a = g \sin \alpha - \mu g \cos \alpha$$

(1.31)

where $m$ is the droplet mass, $a$ is its acceleration, $g$ is the gravity acceleration, $\alpha$ is the inclination angle of the plane, $\mu$ is the dynamic friction coefficient and $N$ is the normal force [146].

The consequent motion law is very simple:

$$x(t) = \frac{1}{2} g (\sin \alpha - \mu \cos \alpha) t^2$$

(1.32)

where $x$ is the coordinate along the plane and $t$ is time.

If also $R$ can be ignored [147], the motion law becomes even simpler:

$$x(t) = \frac{1}{2} g t^2 \sin \alpha$$

(1.33)

where $x$ is the coordinate along the plane and $t$ is time.

These equations suggest that, in the early phase of motion, drops behave as a mass point system, exhibiting a very small deformation and above all a pure sliding motion (this behavior has been confirmed observing internal fluidity through PIV [146] (see figure [1.17(a)]). Then, the motion can be still accelerated, but with a smaller speed for a given position because the droplet starts rolling with a moment of inertia equal to $(2/5)mR$ where $R$ is drop radius. Accordingly, the new law for free
fall is \( x = (5/14)gt^2 \sin \alpha \) [148].

Due to the very low friction droplets can move very fast (\( U \sim 1 \text{ m/s} \)) and a terminal constant velocity can be reached after travelling very long distances (up to around a meter [148]) and when air friction becomes important. In this terminal regime drops elongate developing a trail in their rear part which bends up, more or less perpendicularly to the surface, as depicted in figure 1.18 and so liquid deposition at the rear of the drop does not occur, leaving the substrate completely dry after water passage [147,148].

Internal motion is no more uniquely translational, but drops slide down the surface both sliding and rolling: more precisely PIV and PTV measurements [144] show two different behaviors inside water drops (see figure 1.17(b)):

- particles in the inner part move following the motion direction of the droplets, i.e. inner regions are characterized by a pure translational motion;
- particles near the edge change their vertical position during drops movement, meaning that rotational motion affects only a liquid layer at the edge of the drop.

Despite the complexity of shape and internal fluidity, a scaling law for the terminal velocity can be obtained by balancing friction and drop weight. The Reynolds number of this system is \( Re = \rho_a RU/\eta_a \approx 10 \), where the subscript \( a \) refers to air, and consequently the friction should be inertial, i.e. of the form \( \rho_a R^2 U^2 \), leading to a terminal velocity scaling as

\[
U \sim \left( \frac{\rho g R \sin \alpha}{\rho_a} \right)^{1/2}
\]

and resulting around a few meters per second, as found in the experiments.

On the other hand, inertia would tend to expand a drop in the direction perpendicular to its trajectory [149], while the droplet elongates, a behavior typical of viscous dissipation (see Section 4.1 for more details). A construction based only on inertial friction does not consider that drops are moving on a film of air. The viscous friction associated to the presence of an air layer of thickness \( \delta \) is of the order of \( \eta_a (U/\delta) R^2 \) and the corresponding descent velocity is:

\[
U \sim \frac{\rho g R \delta \sin \alpha}{\eta_a}
\]

which is equal to a few meters per second for \( \delta \) ranging between 1 and 10 \( \mu \text{m} \) [148]. However a measurement of \( \delta \) is very challenging, because of its very small size comparable with the height of structures forming superhydrophobic surfaces.

The complete understanding of the sliding terminal velocity of drops with low viscosity would require a further experimental investigation, but, to the best of our knowledge, such a work has not appeared in literature yet.
Figure 1.17: (a) internal fluidity in the early stage of motion on superhydrophobic surfaces: only sliding [146]; (b) PTV revealing both translational and rolling motion inside a water drop on a superhydrophobic surface [144].
1.5 Drops sliding on inclined surfaces

**Figure 1.18**: Successive snapshots of a water drop (initial radius $R \sim 2.5$ mm) running down a superhydrophobic plate inclined by $\alpha = 60^\circ$. The picture width is 41 mm, the interval between snapshots 2.8 ms, and the drop speed $U \sim 2.5$ m/s. At such a high velocity, the drop elongates up to almost a centimeter and the tail in the rear bends up and leaves the substrate, which remains dry behind the drop despite the speed [148].
High viscosity fluids

The behavior of drops featuring a high viscosity (typically much bigger than water) depends on drop size, discriminated/classified according to the capillary length $K^{-1}$, as reported in Section 1.3.

**Figure 1.19**: Cartoons of viscous drops sliding down a superhydrophobic surface: a) big drop with size higher than the capillary length; b) droplet with radius smaller than the capillary length, where the viscous dissipation occurs in the dashed region near the contact area.

**Big drops** sliding down a plane tilted by $\alpha$ with stationary velocity $U$ feature a velocity gradient inside the drop of order $U/K^{-1}$, as shown in figure 1.19a. The value of $U$ can be determined from the comparison between gravity and viscous force (derived by Huh and Scriven [150]):

$$\rho R^2 K^{-1} g \alpha \sim \eta \frac{U}{K^{-1}} R^2$$

leading to

$$U \sim \frac{\rho g}{\eta} K^{-2} \alpha \sim \frac{\sigma}{\eta} \alpha :$$

(1.37)

$U$ does not depend neither on $\rho$ nor on $g$ because gravity determines both the height of the puddle (and consequently the velocity gradient related to dissipation) and the force causing drop sliding.

**Small droplets** roll on the surface in order to minimize viscous dissipation which is relegated in the region near the contact line, as depicted in figure 1.19b [151]. In this case the torque balance has to be considered:

$$\rho R^3 g \alpha R \sim \eta \frac{U}{R} l^2 l$$

and, consequently,

$$U^* \sim \frac{\rho g \alpha R^5}{\eta l^3}.$$
The terminal velocity $U^*$ assumed by a rolling droplet is higher than the corresponding velocity associated to the sliding where viscous dissipation occurs in the whole drop [150, 152] (cfr. equation 1.37):

$$U^* \sim U \frac{K^{-1}}{R} > U. \quad (1.40)$$

More interestingly, equation 1.39 hides a counterintuitive and surprising scaling of the velocity:

$$U^* \sim \frac{1}{R} \quad (1.41)$$

considering that $l \sim R^2$ (see Section 1.3). Smaller droplets move faster than bigger drops [151]!

§ 1.6. Numerical simulations

The behavior of sessile drops on horizontal or inclined surfaces can be modelled through a huge variety of numerical methods as, for instance, lattice Boltzmann [153–156], Surface Evolver [157, 158], molecular-dynamics [159, 160], lubrication theory [161, 162], smoothed particle hydrodynamics [137], boundary element method [163], Cahn-Hilliard/Navier-Stokes model [164] ....

In this section we briefly describe the numerical techniques implemented by our coworkers (prof. mauro Sbragaglia, dr. Ciro Semprebon and prof. Carlo Massimo Casciola) to explain and complete our experimental work: lattice Boltzmann simulations, modelling based on the Surface Evolver program and the Cahn-Hilliard / Navier-Stokes (CHNS) approach.

§ 1.6.1. Lattice Boltzmann simulations

The lattice Boltzmann (LB) model [153–156] allows to reproduce the diffuse-interface hydrodynamic equations for a binary mixture of 2 components [164,165], say $A$ and $B$, with $A$ indicating the “rich” phase inside the droplet. The LB equation evolves in time the discretized probability density function $f_{\zeta i}(\mathbf{r},t)$ to find at position $\mathbf{r}$ and time $t$ a fluid particle of component $\zeta = A,B$ with velocity $\mathbf{c}_i$ according to the LB updating scheme

$$f_{\zeta i}(\mathbf{r} + \mathbf{c}_i, t + 1) - f_{\zeta i}(\mathbf{r}, t) = \Delta_{\zeta i} + \Delta_{\zeta i}^g \quad (1.42)$$

expressing the streaming of the probability density function (lhs of equation 1.42) together with a relaxation towards a local equilibrium ($f_{\zeta j}^{eq}$)

$$\Delta_{\zeta i} = \sum_j L_{ij}(f_{\zeta j} - f_{\zeta j}^{eq}) \quad (1.43)$$

with $L_{ij}$ a relaxation operator whose properties have been described in many papers (see [166, 167] and references therein). The term $\Delta_{\zeta i}^g$ represents a forcing term used to introduce the volume force (g, gravity) and the immiscibility between the two components [156,167,168]. The distribution functions are related to the physical variables, i.e. the fluid densities $\rho_{A,B} = \sum_i f_{A,Bi}$, and the total momentum
\[ \rho \mathbf{u} = \sum_i f_{AB} \mathbf{c}_i \] with \( \rho = \rho_A + \rho_B \) the total density. It can be shown (see [167] and references therein) that with a suitable choice of the equilibrium distribution function \( f_{eq}^{(eq)} \) and the forcing term \( \Delta \xi \), equations (1.42-1.43) reproduce the continuity equation for the total density \( \rho = \rho_A + \rho_B \)

\[ \partial_t \rho + \nabla \cdot (\rho \mathbf{u}) = 0 \] (1.44)

plus an advection-diffusion equation for the order parameter \( \phi = \rho_A - \rho_B \)

\[ \partial_t \phi + \nabla \cdot (\phi \mathbf{u}) = \nabla \cdot (M \nabla \mu). \]

The mobility \( M \) is the constant of proportionality in the linear phenomenological law relating the thermodynamic flux to the thermodynamic force expressed by the gradient of the chemical potential \( \mu \) [169]. In the case of a drop on an inclined plane the Navier-Stokes equation for the fluid velocity \( \mathbf{u} \) is:

\[ \rho (\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u}) = -\nabla \cdot \bar{P} + \nabla \cdot \bar{\tau} + \rho_A \mathbf{g} \sin \alpha \] (1.45)

where \( \bar{\tau} \) is the viscous stress tensor with components \( \tau_{ij} = \eta (\partial_i u_j + \partial_j u_i) \), with \( \eta \) the dynamic viscosity. Both the pressure tensor \( \bar{P} \) in equation (5.1) and the chemical potential \( \mu \) in equation (1.44) can be made compliant with a continuum free energy (see [169] for the explicit expression of the free energy) by suitably choosing the forcing term in equation (1.42). The free energy regulates the immiscibility and drives the system towards the segregation of the two fluids. The resulting physical domain is partitioned into two different subdomains, each occupied by a pure fluid with the interface between the two fluids described as a thin layer of thickness \( \ell \) where the fluid properties change smoothly. The surface tension [169] at the free interface of the drop and the wetting properties [153–155] at the fluid-solid interface are input via such a free energy. The values of the interface thickness \( \ell \) and the mobility \( M \) need to be larger than those suggested by physical considerations in order to make the simulations affordable [164, 165]; they are therefore empirically tuned in comparison with experimental results [167]. Another control parameter is the viscous ratio \( \chi = \eta_A / \eta_B \): a proper choice of the relaxation operator in (1.43) allows to tune the viscosity inside (\( \eta_A \)) and outside (\( \eta_B \)) the droplet, as the viscosity coefficients depend on the eigenvalues of \( L_{ij} \) [166]. Numerical simulations with very large \( \chi \) are quite unstable and technical improvements are needed to cure such numerical instabilities. Nevertheless, the viscous ratio can be changed by one order of magnitude, from \( \chi = 20 \) to \( \chi = 1 \), without suffering simulation artefacts. The gravity in equation (5.1) is only projecting in the down-plane direction and is only applied to the \( A \) phase (the rich phase inside the drop). Such body force monotonously decreases to zero across the fluid-fluid interface: this accounts for the fact that the outer phase remains inert in the limit of zero drop size.

The LB model is a mesoscopic model retaining the essential supramolecular details of fluid-fluid and fluid-solid interactions (surface tension, wetting angle, etc.) without surrendering -actually boosting- the computational efficiency of continuum methods. This simulations escape a purely continuum treatment, and yet, still exhibit sufficient universality to do away with a fully atomistic description.
§ 1.6.2. Surface Evolver

The public domain software Surface Evolver, developed by Ken Brakke [170], allows to determine the equilibrium shape of the interface by minimizing the total energy [158,171]. For a drop moving on an inclined plane at small capillary numbers, the energy is mostly dissipated at the contact line, while in the bulk and at the free liquid interface the contribution is less relevant. As a consequence, a suitable model to describe this system is the Contact Line Dominated Dynamics model (CLDD) which assumes that the free liquid interface relaxes at a much smaller timescale than the contact line, and therefore at each instant its shape is simply dictated by the Laplace law

$$\Delta P + \rho g \langle x \rangle = \sigma \kappa$$  \hspace{1cm} (1.46)

where $g$ is the acceleration of gravity acting in the $x$ direction and $\sigma$ is the liquid-vapour tension of an interface with mean curvature $\kappa$. For a given contour $\Gamma$ of the contact line, the shape $\Sigma$ of the liquid interface is obtained by minimizing the energy

$$E(\Sigma) = \sigma A_{lv} - \rho g V \langle x \rangle$$  \hspace{1cm} (1.47)

where $A_{lv}$ is the area of the free interface, and where the liquid volume $V$ is fixed by an additional constraint. Equation (1.47) can be solved with standard minimization algorithms by means of the Surface Evolver software representing the liquid-vapour interface by a mesh of small triangles, as shown in figure 1.20.

![Figure 1.20](image-url)

**Figure 1.20:** (a) Snapshot of a sliding drop in a Surface Evolver simulation illustrating the different levels of the mesh refinement. (b) Functional dependence of the model for the contact line velocity for different exponents $\beta$. (c) Magnification of the region close to the contact line to illustrate the implementation of the dynamic law. The local contact angle is computed from the surface normal of the triangles sharing an edge with the contact line (shown in green) [158].
The motion of the contact line is performed by normally displacing the elements in contact with the substrate (see figure 1.20c), depending on the local contact angles \( \theta \) and the relation between contact angle and contact line velocity \( u \) (see figure 1.20b):

\[
\begin{align*}
  u &= \frac{u_a}{\beta \theta_a^\beta - 1} (\theta^\beta - \theta_a^\beta) \quad \text{for} \quad \theta \geq \theta_a \\
  u &= \frac{u_r}{\beta \theta_r^\beta - 1} (\theta^\beta - \theta_r^\beta) \quad \text{for} \quad \theta \leq \theta_r.
\end{align*}
\]

(1.48)

The friction coefficients \( u_a \) and \( u_r \) are phenomenological parameter, accounting for the energy dissipation in the wedge [152], which could be deduced from the experiments. The exponent \( \beta \) mimics the leading order scaling of certain models proposed for the contact line motion. The linearized relationship around the static values of the contact angles \( \theta_a \) and \( \theta_r \) reduces to a friction law, taking \( \beta = 1; \beta = 2 \) corresponds to the molecular kinetic theory according to Blake [172], while \( \beta = 3 \) corresponds to the continuum hydrodynamic model of Voinov [173] and Cox [174].

§ 1.6.3. Cahn-Hilliard / Navier-Stokes (CHNS) model

The Cahn-Hilliard / Navier-Stokes (CHNS) model describes the flow of two immiscible fluids where capillary effects and contact line motion play a crucial role on the fluid dynamics [164,175,176].

The binary system constituted by two pure, immiscible fluids of density \( \rho_A \) and \( \rho_B \), respectively, is described by a scalar function, the phase field \( \Phi(x,t) \), defined as \( \Phi(x,t) = \frac{2 [\rho(x,t) - (\rho_A + \rho_B)/2]}{(\rho_A - \rho_B)} \)

where \( \rho(x,t) \) is the local density of the mixture, such that \(-1 \leq \Phi \leq 1\). The Cahn-Hilliard model corresponds to a non-local free energy functional

\[
F[\Phi] = \int_\Omega \left( f_{\text{bulk}}(\Phi) + \frac{\lambda}{2} |\nabla \Phi|^2 \right) dV + \int_{\partial \Omega} f_w(\Phi) dS,
\]

(1.49)

where \( \lambda = 3\sigma \epsilon/\sqrt{8} \) is a coefficient related to the surface tension \( \sigma \) and to the interface thickness \( \epsilon \), combined with the constraint of mass conservation of the two species. In equilibrium conditions the free-energy is a minimum and, away from the wall, the double-well shaped bulk free energy density, \( f_{\text{bulk}} = \lambda(\Phi^2 - 1)^2/(4\epsilon^2) \) with two minima in \( \Phi = \pm 1 \), drives the system towards the segregation of the two species. Conversely, the gradient excess term \( \lambda/2|\nabla \Phi|^2 \) energetically penalizes the formation of sharp interfaces. As a consequence of these two counteracting mechanisms, a finite thickness interface (width of order \( \epsilon \)), across which \( \Phi \) varies smoothly, separates the two bulk fluids in such a way to minimize the interfacial energy. The presence of the wall modifies this equilibrium, as prescribed by the last term, \( f_w(\Phi) = -\sigma \cos(\theta)(3 - \Phi^2)/4 + (\sigma_{wA} + \sigma_{wB})/2 \), which describes the fluid-wall interaction. The wall energy, away from the contact line (i.e. in the portion of the wall where \( \Phi = \pm 1 \), provides the fluid-wall interfacial tensions \( \sigma_{wA} = f_w(\Phi = 1) \) and \( \sigma_{wB} = f_w(\Phi = -1) \).

Apparently, \( \sigma_{wB} - \sigma_{wA} = \sigma \cos(\theta) \) recovers the Young’s equation for the equilibrium contact angle.

The model can be extended to unsteady isothermal conditions in presence of fluid motion described by the velocity field \( \mathbf{u} \). Under the assumption of a small density variation, i.e. \( 2(\rho_A - \rho_B)/(\rho_A + \rho_B) \ll 1 \), the velocity field is solenoidal to first order in the density variation, and the dimensionless form of the system reads

\[
\nabla \cdot \mathbf{u} = 0,
\]

(1.50)
The chemical potential $\mu_c$ is defined as the functional derivative of the free energy (1.49) with respect to the phase field, $\mu_c = \delta F/\delta \Phi = \Phi^3 - \Phi - Cn^2 \nabla^2 \Phi$ where $Cn = \epsilon/L$ is the Cahn number, ratio of interface thickness and macroscopic length scale $L$. In equations (1.51,1.52) \( D(\cdot)/Dt + \nabla \cdot \nabla (\cdot) \) is the material derivative, $Re \sim \rho RU/\eta$ is the Reynolds number with $R$ and $U$ typical drop radius and velocity, $We \sim \rho U^2 R/\sigma$ is the Weber number, $\tilde{f}$ is the external force per unit mass. Finally $M \sim M^* \sigma/(L^2 U)$ is the dimensionless mobility coefficient with $M^*$ the mobility. In ordinary conditions the physical interface thickness is on the nanometer scale and the model cannot be exploited for macroscopic flows unless an artificial thickening of the interface is introduced. It is crucial that such artificial thickening does not alter the dynamics. Indeed the sharp interface limit is obtained when the macroscopic solution becomes independent of $Cn$ and $M$ at decreasing their values. In [164] the scaling law $M \propto Cn^2$ is shown to be crucial in approaching the physically meaningful solution in the limit of decreasing Cahn number, which is recovered at $Cn = O(10^{-2})$. 
Chapter 2

Experimental system to study drop behavior

The experimental analysis of drop behavior on inclined surfaces is based on two imaging setups: an apparatus for the wettability characterization of the samples and an apparatus for measurements on tilted surfaces.

The setup adopted for standard wettability analysis is described in detail in Section 2.1 and provides the evaluation of static and dynamic contact angles of sessil droplets deposited on the horizontal surface. Section 2.2 reports a detailed description of the fundamental instrument for our study: the apparatus formed by a motorized stage inclining the samples by the desired angle. Such setup is used mainly for two kinds of measurements: sliding and stickiness. Finally Section 2.3 deals with two programs used for images analysis, aimed at finding drops contour to be interpolated.
Experimental system to study drop behavior
§ 2.1. Experimental setup for wettability characterization

The setup used to measure both the static and the dynamic contact angles of a sessile drop is depicted in figure 2.1.

Figure 2.1: Photograph (left panel) and cartoon (right panel) of the experimental setup used for sessile drops measurements.

A known volume of liquid is gently deposited on the surface by means of a vertical syringe pump (World Precision Instruments, Inc.). The drop is simultaneously viewed by two CCD cameras (Manta G-146, Allied Vision Technologies) equipped with a telecentric objective 2X looking at two perpendicular directions. Correspondingly, the drop is back-enlighted by two blue LED sources focused in the center of the sample holder. This configuration is useful to characterize the wetting properties of anisotropic samples featuring, for instance, grooves, stripes or rectangular domains.

The two cameras can acquire single images, for the evaluation of the static contact angle, or sequences of images working up to 17 fps, to measure the advancing or receding contact angles by progressively increasing or reducing the droplet volume at the desired flow rate.

§ 2.2. Apparatus for sliding measurements

The experimental apparatus is imaged in figure 2.2.

Droplets of the desired volume are leant on the surface through a syringe pump (World Precision Instruments, Inc.). The sample is placed on a tilttable support whose inclination can be set with a 0.1° accuracy. A mirror mounted under the sample stage at 45° with respect to the surface allows to view the contact line and the lateral side of the drop simultaneously. The drop is illuminated by two white LED backlights (Phlox). The sample stage, the mirror and the light above the drop rotate together, while the light behind the drop is fixed.

To record drop motion on the inclined sample different cameras and objective lens are used according to the kind of required measurement:
2.2 Experimental system to study drop behavior

Figure 2.2: Left: Photograph of the optical setup used to observe the sliding of water drops. Right: Cartoon of the setup where the contact line and the lateral side of the drop are seen simultaneously.

- camera Pulnix, TM1402CL, with a CCD sensor formed by 1392x1040 pixels and working at fixed frame rate (30 frame per second). This camera has a very good resolution and provides excellent quality images, but is limited by the acquisition rate, as a consequence it is useful for the recording of static or very slow drops;

- camera CMOS MV-D1024E Camera Link, featuring a 1” sensor with resolution of 1024x1024 pixel. This camera offers the advantage to set the acquisition rate between a few to almost 120 fps at full frame and for this reason it is the most widely used in our experiments;

- camera PHANTOM, v7.3, with a resolution of 800x600 pixel. The maximum frame rate of this fast camera is 8 kHz full frame and is exploited for the study of very fast phenomena, as for example the motion of drops on vibrating surfaces (see Chapter 8);

- telecentric 2X objective, necessary for precise measurements of contact angles;

- macro zoom lens Navitar 7000, with an adjustable magnification allowing to see the whole motion of the drops (just from the side view or both side and bottom view), but also to focus on a droplet detail as, for instance, the contact angles, even if with lower quality images than using the telecentric objective.

§ 2.3. Images analysis

Acquired images are analyzed through two home made programs, written in LabVIEW 8.1 [177]:

- contact_angles.vi, a program which analyses singular frames and finds drops contact angles;

- sliding.vi, a program processing image sequences, yielding front and rear contact points for every frame, so that motion law and drop length behavior can be reconstructed.

These softwares are very similar: both of them first find the drop contour and then fit its points with a polynomial function, subsequently used to obtain contact angles and contact points.
Preliminary image treatment: the first step of both programs allows an image correction, if it is necessary to improve its quality, by adjusting BCG values in the LabVIEW tool IMAQ BCGLookup [178]:

- **Brightness** defines the brightness of the frame. This value is used as the x intercept of the transfer function in the lookup table. The neutral value 128 does not modify the image, a higher value returns a brighter image and a lower value decreases its overall brightness;

- **Contrast** sets the contrast of the image. This parameter is the slope of the transfer function in the lookup table (expressed in degrees). The neutral value is 45, a greater value increases image contrast and a value smaller than 45 returns a less contrasted frame;

- **Gamma** means the gamma correction applied to the image. The default value is 1. A higher value returns extended contrast for small pixel values and less contrast for large pixel values. On the contrary, a value lower than 1 gives a frame with less contrast for small pixel values and extended contrast for large pixel values.

Then the image must be rotated, so that the plane becomes horizontal, for a correct calculation of angles and in-plane coordinates. The rotation is performed by the two programs using a line drawn parallel to the surface as a reference. Finally programs require areas where contour points must be searched:

- for contact_angles.vi the areas to be selected are two rectangles on the two sides of the drop;

- sliding.vi needs a line as an input (drawn only on the first image of the sequence), intersecting drop profiles in all the images of the sequence.

Outline determination: programs scan selected areas of the images and choose outline points according to the LabVIEW function IMAQ Edge Tool. The filter used to detect the edges is defined by three parameters:

- **Contrast** specifies the threshold for the contrast of the contour: only edges with a contrast higher than this value are considered. **Contrast** is defined as the difference between the average pixel intensity before and after the boundary;

- **Filter width** represents the number of pixels that the program averages to find the contrast at either side of the contour;

- **Steepness** quantifies the slope of the edge: its values is the number of pixels that correspond to the transition area of the outline. Points where **Contrast** is reached in a pixel range larger than **Steepness** are discarded.

For other details about this function we refer to [178]. An example of the profile detection is shown in figure 2.3.

Polynomial fit: once the points forming the drop contour are determined, they are fitted with a polynomial function of the desired order (in our case 3 or 4). In the case of contact_angles.vi all
the points in the selected rectangles are fitted; instead, in the case of 
sliding.vi only points under a red line (whose position can be adjusted to obtain a sufficient number of points) are considered for the interpolation, as depicted in figure 2.4.

Interpolation polynomials are finally used in order to derive useful data (contact angles and contact points), calculating their tangents or intersections with the plane line.
Chapter 3

Hairy surfaces

Nature offers several examples of surfaces exhibiting different wettability properties, ranging between the water-repellent lotus leaf and the high adhesion of flower petals. In all these cases a suitable roughness at the micro-/nanoscale is necessary to achieve the particular wetting behavior. Inspired by such examples, we produced hairy samples of polymers having similar wettability but very different elasticity, in order to disentangle the contribution of texture morphology and stiffness to surface adhesion properties. This work is the object of the following chapter, beginning with an extended review of literature about geometrically patterned surfaces (Section 3.1), then the fabrication protocols applied to realize our samples are described in Section 3.2 and the corresponding morphological and wettability analysis are reported in Section 3.3. The adhesion properties are discussed in section 3.4 and lastly conclusions are summarized in section 3.5.
3.1. Introduction

Various methods have been devised for the realization of rough surfaces at the micro-/nanoscale to produce low-adhesion superhydrophobic surfaces, including fractal growth of wax by solidification [179], nanocasting [180], nanoimprint lithography, wet etching and plasma etching [181], photolithography and reactive ion etching [182], surface micromachining combined with chemical modification [183] and silica sol-gel nanoimprint lithography [184]. Attention has also been devoted to the fabrication of smart coatings which can change their wettability when subject to specific external stimuli, like light [55, 185, 186], temperature [187, 188], pH [189, 190]. More recently, sticky surfaces [41, 50, 191, 192] and surfaces with switchable adhesion [193–201] have also been obtained.

One simple and reproducible method of fabricating sticky hairy surfaces relies on replica molding of suitable templates by polymers. The rose-petal surface structure was replicated by employing a UV molding process using polyurethane acrylate (PUA) for the first replica and perfluoropolyether (PFPE) for the second replica [202]. As a result, PFPE micro-nanostructures, which were identical to the rose-petal hierarchical structure, were formed on a glass substrate. A water contact angle of 144° and contact angle hysteresis of 83° were found. Adhesive superhydrophobic surfaces were obtained by casting poly(dimethylsiloxane) (PDMS) on silicon carbide paper characterized by a rough texture at the micron scale [203]. Two-level polymer fibril structures with high aspect ratio were fabricated using stacked porous polycarbonate membranes as a template with nanoscale pores [204]. Structures in polypropylene were created with different diameters and density of fibers. By changing the densities and diameter of nanofibers, superhydrophobic surfaces with either Lotus effect or gecko effect were obtained.

Self-ordered nanoporous alumina membranes (AAO) constitute a particularly attractive template characterized by regularly arranged, parallel nanopores with narrow diameter distribution and uniform depth [205, 206]. Sticky hairy surfaces were obtained by casting i) hard PDMS in these alumina membranes and peeling off the molded PDMS from the alumina template [49] and ii) polystyrene (PS) followed by dissolution of the template in an etching solution [50]. Water contact angles as high as 150° (162°) were observed on the hairy PDMS (PS) surface, and the maximum water volume they could hold while kept in a vertical position was of 12 µL (6 µL). Polymeric nanopillars of controlled length were fabricated using a two-step wetting method [207]. Firstly, by filling uncured PDMS into the nanopores of an alumina template and then dissolving partially the uncured PDMS, the depth of the nanopores is adjusted and increases with the dissolving time. Subsequently, the second wetting step by polymeric liquid with the PDMS filled alumina template yields length-controlled nanopillars. Polystyrene nanopillars of average height varying between 200 and 1200 nm were obtained and the water contact angle was found to increase from 90° to 150° on the longest hairs. Controllable adhesive superhydrophobic PDMS surfaces presenting arrays of regular micrometric pillars made by standard photo and soft-lithography [208] have been recently investigated. Square pillars with sides of a few micrometers and height up to 20 µm were prepared with two different mixing ratios (MR) of base to curing agent which alter the pillar stiffness. When the pillar height was larger than 3.3 µm, the patterned PDMS surfaces made with the standard MR=10:1 exhibited slippery superhydrophobic behavior while those of MR=20:1 were sticky. This different response was explained by the collapse of the softer PDMS (e.g., MR=20:1) pillars due to the deposition of water drops.
§ 3.2. Microfabrication protocol

The following section describes the microfabrication protocol adopted to produce hairy surfaces with two polymers chosen in order to maximize the difference in their elastic mechanical properties while maintaining similar morphological structure and nominal wetting characteristics such as contact angle with water: hard polydimethylsiloxane (h-PDMS) and polypropylene (PP). At room temperature, h-PDMS has a modulus of $\sim 10$ MPa [209] while PP a modulus of $\sim 1$ GPa [210], i.e. $\sim 100$ times larger. The relative stiffness of the surfaces felt by a droplet contact line will be principally governed by this difference in modulus, modulated somewhat by differences in hairs height.

§ 3.2.1. Fabrication of silicon mold for micropatterned samples

Silicon molds were fabricated using standard photolithography techniques and reactive ion etching [211]. Photolithography is a microfabrication process used to selectively remove parts of a substrate. It exploits the properties of a photoresist, which is a light sensitive substance with different characteristics, depending on whether it is exposed to light or not. By means of light the mask pattern is transferred on the photoresist:

- if the resist is positive, the part exposed to light becomes soluble and can be removed;
- if the resist is negative, its exposed portion becomes insoluble to the photoresist developer and the unexposed part can be dissolved by the photoresist developer (see figure 3.1).

![Figure 3.1](https://example.com/figure3.1.png)

**Figure 3.1**: Two types of photoresist: positive resist in the left hand side and negative resist in the right hand one.

The main steps of the production of grooved masters are sketched in figure [3.2]. First of all, silicon samples (6 p type -100 oriented silicon wafers diced in 3x3 cm² pieces) are prebaked at 150° C for 5
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minute to remove moisture and then spin coated using a positive photoresist (S1813 PR, Shipley) at 5000 round per minute (rpm) for 45 seconds. Subsequently, a 115° C soft bake for 90 seconds makes the solvent evaporate from the resist. The coated substrate is exposed for 3 seconds to UV radiation under a chromium glass mask with OAI Mask Aligner (Model MBA800). After the exposure, the non-polymerized parts of the resist layer are removed with the developer MF 319. Using the patterned resist as an etch mask, the silicon is etched by reactive ion etching (Oxford ICP etcher) for 8 minutes. Finally, the remaining photoresist is removed with acetone in ultra-sound bath for 20 minutes.

![Diagram of microfabrication protocol](image)

**Figure 3.2**: Steps of the protocol adopted for the production of microgrooved silicon masters.

The resulting master consists of a 1.5 x 1.5 cm² silicon mold, containing line grating with 4 µm pitch (2 µm lines and grooves) with ~ 2 µm groove depth (see figure 3.3).

![Images of microgrooved silicon masters](image)

**Figure 3.3**: Top view (a) and inclined view (b) of microgrooved silicon masters realized by means of a conventional photolithography process. An electro-chemical anodization procedure provides nanoscale pore production of tunable dimension on flat (c) and micropatterned (d) Si surfaces.
§ 3.2.2. Pore generation on Al films

Flat and micropatterned Si substrates were coated with Al using a metal evaporator system. The Al films deposited were of various thicknesses: 200 nm, 300 nm, 400 nm and 600 nm to produce polymer hairs of varying heights. An electro-chemical anodization process with different anodization voltages and different electrolyte solutions were used to produce pores of tunable dimensions \[206, 212\]. For this work, pores of \(80 \pm 40\) nm diameter and \(150 \pm 50\) nm pitch were formed (see figure 3.3). These Anodic Aluminum Oxide (AAO) molds were finally silanized with a Octadecyltrichlorosilane (OTS) solution to obtain a low energy surface (see Section 4.2 for more details). Silanization provides good anti-sticking surface properties to the molds that allow easy and smooth detachment of the patterned replica from the stamp surface. This helps preventing damage of both the molds and the patterned replica as well.

§ 3.2.3. Patterning of PP surfaces

Thermal nanoimprinting is applied to pattern the polypropylene surfaces. PP substrates (2 x 2 cm\(^2\)) are cut from 1 mm thick foils (Goodfellow Cambridge Ltd., product code: 425-485-97) and imprinted with the AAO templates using a Specac Hydraulic Press (15 T & 25 T) at a temperature of 200\(^\circ\) C to soften the polymer. At lower temperatures, the polymer does not become soft enough for viscous flow to be achieved for molding. When the plates reach the set temperature value, the stamp is placed on the polymer and a pressure of 4 MPa is applied for 20 minutes before cooling down to 24\(^\circ\) C. Conventionally, the de-molding temperature should be below glass transition temperature of PP (0\(^\circ\) C), but in this case cooling down the system close to room temperature seemed to work well for de-molding of the hairy PP surface from the Si mold. Finally pressure is released and the stamp is detached from the master carefully.

Figure 3.4 : Nanoimprinting to produce PP surfaces.
§ 3.2.4. Patterning of h-PDMS surfaces

A two layer stamp production method has been adopted to produce h-PDMS hairs [213], as depicted in figure 3.5. To prepare h-PDMS, 3.4 g of a vinyl PDMS prepolymer (VDT-731, Gelest Corp., www.gelest.com), 18 µL of a Pt catalyst (platinum divinyltetramethyldisiloxane, SIP6831.1, Gelest Corp.), and one drop of a modulator (2,4,6,8-tetramethyl-tetra vinylcyclotetrasiloxane, 87927, Sigma-Aldrich, www.sigmaalrich.com) are mixed and degassed for 1-2 min. Then, 1 g of a hydrosilane prepolymer (HMS-301, Gelest Corp.) is gently stirred into this mixture. Immediately (i.e. within 3 minutes), a thin layer of h-PDMS is spin-coated onto the textured master at 1000 rpm for 40 s to obtain a thickness around 30-40 µm. The subsequent curing at 60°C for 30 minutes promotes polymerization, but leaves h-PDMS still slightly tacky for the bonding with the other part of the stamp: a liquid pre-polymer layer (about 3 mm) of Sylgard 184 PDMS (Dow Corning) is poured onto the h-PDMS layer and the whole sample is cured for at least an hour at 60°C to complete the polymerization process. The composite stamp is released from the master by cutting and carefully peeling the PDMS sample from the surface while still warm.

![Diagram of procedure for fabricating a two-layer composite stamp with hard PDMS and PDMS Sylgard 184](image-url)

**Figure 3.5**: Procedure for fabricating a two-layer composite stamp with hard PDMS and PDMS Sylgard 184 [213].
§ 3.2.5. Produced samples

The different samples are identified by the acronym of the material (PDMS or PP), followed by the letter n (for nanostructured) and an increasing number indicating each individual sample. We have also studied the behavior of flat samples, which are listed with the label flat. Following the same general scheme, microstructured samples are identified by the acronym of the material, followed by the letters μ and n (for microstructured and nanostructured), and an increasing number. As a comparison, we have also fabricated microstructured samples with smooth walls. Tables 3.1 and 3.2 list the investigated samples with the corresponding parameters adopted for the fabrication.

Table 3.1 : Fabrication parameters of the flat and hairy samples. Quantitative assessment of PDMS hair length was not possible due to SEM image charging.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Al thickness (nm)</th>
<th>Anodization voltage (V)</th>
<th>Hairs height (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PP_flat_1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PP_flat_2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PDMS_flat_1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PDMS_flat_2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PP_n_1</td>
<td>200</td>
<td>100</td>
<td>95-120</td>
</tr>
<tr>
<td>PP_n_2</td>
<td>400</td>
<td>100</td>
<td>140-370</td>
</tr>
<tr>
<td>PP_n_3</td>
<td>400</td>
<td>150</td>
<td>260-400</td>
</tr>
<tr>
<td>PP_n_4</td>
<td>400</td>
<td>150</td>
<td>290-405</td>
</tr>
<tr>
<td>PP_n_5</td>
<td>600</td>
<td>80</td>
<td>collapsed</td>
</tr>
<tr>
<td>PP_n_6</td>
<td>600</td>
<td>100</td>
<td>collapsed</td>
</tr>
<tr>
<td>PDMS_n_1</td>
<td>200</td>
<td>100</td>
<td>short</td>
</tr>
<tr>
<td>PDMS_n_2</td>
<td>200</td>
<td>150</td>
<td>short</td>
</tr>
<tr>
<td>PDMS_n_3</td>
<td>300</td>
<td>150</td>
<td>short-medium</td>
</tr>
<tr>
<td>PDMS_n_4</td>
<td>300</td>
<td>100</td>
<td>short-medium</td>
</tr>
<tr>
<td>PDMS_n_5</td>
<td>400</td>
<td>150</td>
<td>medium</td>
</tr>
<tr>
<td>PDMS_n_6</td>
<td>400</td>
<td>100</td>
<td>medium</td>
</tr>
<tr>
<td>PDMS_n_7</td>
<td>600</td>
<td>150</td>
<td>medium</td>
</tr>
</tbody>
</table>
### Table 3.2: Fabrication parameters of the microgrooved samples.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Al thickness (nm)</th>
<th>Anodization voltage (V)</th>
<th>Hairs height (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PP_µ_1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PP_µ_2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PDMS_µ_1</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PDMS_µ_2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PP_µ_n_1</td>
<td>300</td>
<td>100</td>
<td>260-440</td>
</tr>
<tr>
<td>PP_µ_n_2</td>
<td>300</td>
<td>150</td>
<td>270-430</td>
</tr>
<tr>
<td>PP_µ_n_3</td>
<td>300</td>
<td>150</td>
<td>270-430</td>
</tr>
<tr>
<td>PP_µ_n_4</td>
<td>400</td>
<td>100</td>
<td>170-400</td>
</tr>
<tr>
<td>PP_µ_n_5</td>
<td>400</td>
<td>100</td>
<td>170-350</td>
</tr>
<tr>
<td>PDMS_µ_n_1</td>
<td>200</td>
<td>100</td>
<td>not observed</td>
</tr>
<tr>
<td>PDMS_µ_n_2</td>
<td>300</td>
<td>150</td>
<td>not observed</td>
</tr>
<tr>
<td>PDMS_µ_n_3</td>
<td>300</td>
<td>100</td>
<td>120-190</td>
</tr>
<tr>
<td>PDMS_µ_n_4</td>
<td>300</td>
<td>150</td>
<td>not observed</td>
</tr>
<tr>
<td>PDMS_µ_n_5</td>
<td>300</td>
<td>100</td>
<td>95-130</td>
</tr>
<tr>
<td>PDMS_µ_n_6</td>
<td>400</td>
<td>100</td>
<td>120-200</td>
</tr>
<tr>
<td>PDMS_µ_n_7</td>
<td>400</td>
<td>150</td>
<td>80-180</td>
</tr>
<tr>
<td>PDMS_µ_n_8</td>
<td>600</td>
<td>80</td>
<td>not observed</td>
</tr>
<tr>
<td>PDMS_µ_n_9</td>
<td>600</td>
<td>80</td>
<td>90-140</td>
</tr>
<tr>
<td>PDMS_µ_n_10</td>
<td>600</td>
<td>80</td>
<td>not observed</td>
</tr>
<tr>
<td>PDMS_µ_n_11</td>
<td>600</td>
<td>100</td>
<td>not observed</td>
</tr>
<tr>
<td>PDMS_µ_n_12</td>
<td>600</td>
<td>100</td>
<td>70-130</td>
</tr>
</tbody>
</table>
§ 3.3. Sample characterization

PDMS and PP surfaces have been morphologically characterized through Scanning Electron Microscopy (SEM) and the wettability features have been evaluated by measuring the static and dynamic contact angles.

§ 3.3.1. Scanning Electron Microscopy analysis

The morphology of hairy surfaces has been evaluated by means of SEM images, as shown in figure 3.6. The corresponding measurement of hair height is reported in tables 3.1 and 3.2. High resolution SEM imaging of our PDMS samples was not possible due to charging, and thus we only report a relative assessment of hair length.

Generally, even if similar stamps are used for producing PP and h-PDMS samples, the hair height is found to be higher for PP than h-PDMS (see figure 3.6 a-d). In addition, surfaces replicated from stamps featuring thicker Al films (e.g. 600 nm) and higher anodization voltages (e.g. 150 volts) are covered by hairs so long that they tend to bend under solvation and/or surface forces, such as Van der Waals interactions (see figure 3.6 e-f). For PP, hairs longer than about 400 nm collapse and lie randomly in a highly open network. This appears to occur for PDMS as well, but with a different, much less open morphology.

Figure 3.6 : Multi scale hairy surface production in micropatterned PP (a) and h-PDMS (b). Hairy surface production in flat PP (c) and h-PDMS (d). Similar anodization parameters were used in both cases to generate the mold but the hair heights seem to be larger for PP as compared to h-PDMS. Longer hairs tend to bend for both PP (e) and h-PDMS (f) flat surfaces.
§ 3.3.2. Wettability measurements

Static contact angle measurements are performed depositing 0.5 µL distilled water drops on the horizontal samples and taking profile pictures (see figure 3.7) by means of the setup described in Section 2.1. Data are collected from at least five droplets placed in different positions. The final contact angle is expressed by the mean of the various values and the error is the standard deviation which we take to be representative of the surface uniformity. In the case of the microstructured samples, the drops cover at least 150 grooves and are simultaneously viewed by two high-resolution cameras from two orthogonal directions: parallel and perpendicular to the grooves, as defined in figure 3.7.

![Figure 3.7: Typical drop profiles taken on hairy PDMS surfaces: a) sessile drop on a hairy sample; simultaneous parallel b) and perpendicular c) views of a sessile drop on a micropatterned sample (substrate micrographs are not in scale). The horizontal bars correspond to 1 mm.](image)

Advancing (θ_A) and receding (θ_R) contact angles are measured through the dynamic sessile drop method by injecting and removing water from a drop having an initial volume of almost 0.5 µL. For every surface this measurement has been performed at least in three different positions. The final dynamic contact angles are expressed as the mean and standard deviation of the three values. From these data we can also extract the value of the contact angle hysteresis, i.e. the difference between the advancing and the receding contact angle. Again, in the case of the micropatterned surfaces both the advancing and receding angles are simultaneously measured in the direction parallel and perpendicular to the stripes.

The graphs of figure 3.8 display the contact angle θ and the contact angle hysteresis ∆θ for the flat and hairy samples of table 3.1. The static behavior is very similar for PDMS and PP: both flat samples show a static contact angle θ ∼ 105°, which is typical of the two hydrophobic materials [204, 214]. The presence of nanoscopic hairs on the flat surface raises the contact angle to more than 130° for h-PDMS and about 140° for the stiffer PP. As for the contact angle hysteresis ∆θ, it is less than 20° on the flat surfaces but becomes much higher than 40° on the hairy ones. For both static contact angle and hysteresis, the effect of nanostructuring the flat PP was slightly stronger (∼20-30%) than for h-PDMS. An increase both in θ and ∆θ with respect to the flat values is suggestive that drops on the PP and h-PDMS hairy surfaces are in the Wenzel state, where water is in contact with the rough surface without air pockets forming a homogeneous interface (see Section 1.2.3). According to this model, on a rough hydrophobic surface θ* > θ > 90°. More importantly, the drops in the Wenzel state show a large hysteresis. However, the so-called Cassie impregnating state, where a water drop displays high contact angle, greater than about 150°, and adhesion, has been also invoked to explain the observed wetting behavior of sticky superhydrophobic surfaces [41]. This regime is intermediate...
between the Wenzel and the Cassie state, where air fills the texture [126]. The Cassie impregnating state may arise on surfaces with hierarchical surfaces where droplets are pinned on the microscale asperities while the air remains entrapped in nanoscale asperities [41]. The high pinning on the PP and h-PDMS hairy surfaces could be the result of the Wenzel or the Cassie impregnating state of the droplet. The precise state, however, can be established only by knowing the contact line morphology of the drop with respect to the random texture of the surface [215] or by detecting the presence of air pockets at the interface [216].

The first observation deriving from pictures of sessile droplets on the micropatterned samples is about morphology: the shape of water drops is slightly elongated in the direction of the grooves, as found on rough, not isotropic surfaces formed by parallel channels with smooth walls [157, 217]. If a drop is deposited on such surfaces, the liquid tends to expand in every direction, but it finds periodically energy barriers in its motion across the channels, while it can move along the parallel direction. As shown in figure 3.9 for such drops the apparent static contact angles in the direction perpendicular to the grooves $\theta_\perp$ and that in the direction parallel to the grooves $\theta_\parallel$ are different with $\theta_\perp > \theta_\parallel$, and both are larger than the intrinsic value of the non-microstructured samples. On the hairy, microstructured surfaces both $\theta_\perp$ and $\theta_\parallel$ are larger (by $\sim 10^\circ$) than the corresponding values on the smooth, microstructured surfaces. If we define $\delta \theta = \theta_\perp - \theta_\parallel$ as the degree of wetting anisotropy, we get $\delta \theta < 10^\circ$, about a factor two smaller than on the flat, microstructured surfaces probably because the edges of the smooth microgrooves are sharper than the ones covered by hairs and pin drop contact line more effectively. These values refer to a drop volume of 0.5 $\mu$L. By increasing the drop volume, we expect a significant rise in $\delta \theta$ as reported in the literature [157,216].

![Figure 3.8](image-url)
3.4. Adhesion measurements

The stickiness of these hairy surfaces is evaluated through the maximum volume supported by the sample surfaces. More precisely, the maximum volume \( V_{\text{max}} \) is measured by placing distilled-water drops of increasing volume on the horizontal surface and then tilting the surface vertically with a motor controlled by a computer at a small rate (see Section 2.2).

![Figure 3.9](image1.png) Contact angle (top graph) and contact angle hysteresis (bottom graph) measured on smooth and hairy, microstructured surfaces (from table 3.2).

Figure 3.9: Maximum volume held by a PDMS hairy surface kept in the vertical position a) and after tilting the surface upside down b). The horizontal bars correspond to 1 mm.

Drops having a volume larger than \( V_{\text{max}} \) are found to fall down during the tilt, while drops of volume \( V \leq V_{\text{max}} \) remain attached to the surface even though it is tilted fully upside down, as shown in figure 3.10. For the micropatterned samples this procedure is applied twice: with the grooves parallel and perpendicular to the gravity force.
Hairy surfaces

Figure 3.11: Maximum supported volume measured on flat and hairy surfaces (left graph) and on microstructured, hairy surfaces (right graph). Supported volume was lower in the direction of microstructured lines (solid symbols, lower graph).

On flat surfaces, $V_{\text{max}}$ is of a few $\mu$L, which goes up to $\sim 15 \, \mu$L on hairy PP and a little higher $\sim 18 \, \mu$L on hairy PDMS. These volumes, which correspond to a spherical drop having a diameter of about 3 mm, are quite similar to those obtained with different sticky, hairy surfaces prepared in different ways and materials [41,49,50,191,194,218,219]. There seems to be no apparent dependence of $V_{\text{max}}$ on hair length, probably because in these samples the hairs height does not change enough to give an appreciable effect. Instead, the hair elasticity does seem to play a role, although not very dramatic. From PDMS to PP the Young’s modulus increases by a factor $\sim 100$, while $V_{\text{max}}$ decreases by $\sim 20\%$, indicating that a softer contact favors drop pinning. Interestingly, samples PP$_{n5}$ and PP$_{n6}$ behave differently. They display the highest $\theta$ (close to 150°) while $\Delta \theta$ and $V_{\text{max}}$ are lower than the flat surfaces. Morphologically, these two samples present the longest hairs (length $\sim 700$ nm) which are not straight but rather are all collapsed forming a complex network of intermingled nanofibers (see figure 3.6). The wettability data suggest that the superficial crevices trap air very effectively and the deposited drops are in a Cassie state characterized by high contact angles but low adhesion. Actually, if we slightly press on the deposited drop, water penetrates into the crevices forming a more impregnating state characterized by larger adhesion ($V_{\text{max}} \sim 8 \, \mu$L) [220].

The grooved samples are characterized by an anisotropic behavior also in the adhesion property, as shown in the bottom panel of figure 3.11. When the hairy grooves are oriented parallel to the gravity force, $V_{\text{max}}$ is comparable to the values measured on flat surfaces, while, when the grooves are perpendicular to the gravity force, $V_{\text{max}}$ increases due to pinning action exerted by the edges of the rectangular pillars. However, the resulting values are a factor $\sim 4$ smaller than those observed on hairy surfaces indicating that water does not fill the rectangular grooves and forms a Cassie contact, which is characterized by low adhesion to the patterned surface (see Section 1.2.3). This is also consistent with the analysis of the contact angle in terms of the Cassie-Baxter equation 1.14. In this case, $f_1 = f_2 = 1/2$, $\theta_1 = 180^\circ$ on air and $\theta_2$ is assumed equal to the contact angle measured on the hairy
surfaces produced with the same alumina templates. If we consider $\theta_2 \sim 133^\circ$, a value typical of hairy PDMS, we get $\theta_{CB} \sim 147^\circ$, which is very close to the angles $\theta_\parallel$ measured on hairy, microstructured PDMS. The same holds for the PP samples.

A complete overview of the relation between $V_{\text{max}}$ and $\Delta \theta$ is given in figure 3.12 collecting the data about all the investigated samples. In particular, this graph reports $V_{\text{max}}/R$ (where $R$ is the radius of the contact area) as a function of $(\cos \theta_R - \cos \theta_A)$ to check the linear scaling $1.28$. In spite of the scattering present in our data we can observe an increasing trend in agreement with the theoretical prediction $1.28$ based on the balance between gravity and retentive capillary forces [130,131].

![Figure 3.12: Relation between $V_{\text{max}}/R$ and $(\cos \theta_R - \cos \theta_A)$ to check the linear scaling $1.28$ derived from the balance between weight and retentive capillary forces.](image)

Finally, figure 3.13 summerizes the ability to tailor wetting behaviour on PP flat samples, by explicitly considering hair length and morphology. Our data reported in figure 3.13a reproduce the three zones in the trend of $\theta_A$ and $\theta_R$ on an increasingly rough hydrophobic wax surface, first qualitatively identified by Johnson and Dettre [221]. In figure 3.13b we show, as a function of hair length, the evolution of drop adhesion through progressive stickiness to a sudden transition to the Cassie water-repellent state related to hair bending. We note that this direct fabrication-induced wettability change of the surface may also be realized if the morphology is altered by further processing steps (eg. heating or mechanical shearing), or in fact may arise during service due to mechanical contact, etc [222]. On the other hand, a similar trend was not observed for the PDMS hairy surfaces: hair collapse, if it did occur, did not seem to produce the Cassie state.
§ 3.5. Conclusion

We have fabricated hairy, micropatterned surfaces in h-PDMS and PP by nanoimprinting of porous alumina stamps. The hairs have a characteristic diameter of 80 nm and height comprised between 100 and 600 nm. The two polymers have quite different elastic properties and similar hydrophobic nature. The static wetting behavior of the hairy surfaces is quite similar for the two polymers. Both contact angle and contact angle hysteresis are increased with respect to flat surfaces, indicating that the water drops are partially impregnating the nanostructure. Furthermore, the hairy surfaces are more adhesive than the flat ones: the maximum drop volume they can hold when standing vertically can be up to 10 times larger than that of a flat surface. More interesting, the more rigid PP samples are less sticky than PDMS, suggesting that soft materials favor water adhesion. In addition, stiff PP hairs are much more fragile and easier to damage than PDMS ones, as we could observe simply by handling the samples for the measurements. Probably this is the reason why nanostructures on petals or gecko’s feet are usually elastic rather than rigid. We have also imprinted micropatterned stamps covered by the porous alumina layer to produce multi-scale polymer surfaces consisting of a nanometric hairy layer superposed onto micrometric grooves. Water drops are suspended by the micrometric pillars and the resulting adhesion is intermediate between that on flat and on hairy surfaces. This results in a robust technique to tailor the wetting behavior of polymeric surfaces.
Chapter 4

Drops sliding down homogeneous surfaces

Drops sliding down homogeneous substrates have been extensively studied both experimentally \[132, 133, 139, 152\] and theoretically/numerically \[135, 137, 150, 223–225\]. However, some aspects of this phenomenon have not been systematically analysed yet. In this chapter we present original results about water drops sliding on homogeneous surfaces differing by static wettability. First of all, Section 4.1 reports a review of the main literature works about drops sliding on partially wetted surfaces. Section 4.2 describes the procedure followed to obtain different kinds of silane coatings and lists the realized samples. Experimental results are shown and compared with theoretical predictions in Section 4.3. Finally the study of drops on homogeneous inclined surfaces is summarized in the conclusion (Section 4.4).
Drops sliding down homogeneous surfaces
A drop sliding down a partially wetted homogeneous surface assumes, after the initial transient, a stationary velocity $U$ determined by the balance of gravity, viscous and capillary forces (see figure 4.1), leading to a linear scaling between Capillary and Bond number:

$$Ca \simeq Bo_\alpha - Bo_c$$  \hspace{1cm} (4.1)

where

- $Ca = \frac{\eta U}{\sigma}$, with $\eta$ and $\sigma$ viscosity and surface tension of the liquid, respectively;
- $Bo = \frac{V^{2/3} \rho g}{\sigma} \sin \alpha$, where $V$ is drop volume, $\rho$ the liquid density, $g$ the gravity acceleration and $\alpha$ the inclination angle;
- $Bo_c$ is a constant depending on the wetting hysteresis.

However, this basic approach does not give any information about the dependence of the scaling on parameters such as the static contact angle $\theta$ on the surface or drop size.

In addition, the simplified description of the viscous force $F_v \sim \eta UV^{1/3}$ leads to a shear stress singularity [150] due to the no-slip condition: in the wedge region represented in figure 4.1 there is a strong velocity gradient and the resulting viscous force is

$$F_v \sim \int_{\text{corner}} \frac{U}{\theta_x} R dx$$  \hspace{1cm} (4.2)

$$\sim \eta U R \int_0^R \frac{1}{\theta} dx$$  \hspace{1cm} (4.3)

$$\sim \eta U R \int_0^R \frac{1}{\theta} dx$$  \hspace{1cm} (4.4)

where $x$ is the horizontal distance from the contact point and $R$ is drop radius. This integral
diverges and a way to solve such a problem is to change the integration range starting from \( a \), the molecular size, instead of 0:

\[
F_v \sim \eta UR \frac{1}{\theta} \ln \frac{R}{a} \quad (4.5)
\]

In literature there are different theoretical works studying the moving contact line with boundary conditions chosen to determine the behavior of the contact angle and to remove the shear stress singularity. For instance, Hocking [223] analyzed the sliding of a bidimensional drop featuring small fixed advancing and receding contact angles and adopted a Navier slip model [226] where the velocity is linearly proportional to the velocity gradient in order to avoid the singularity. Dussan and coworkers [224, 225] examined the asymptotic solution of a drop moving in the limit of Capillary numbers approaching zero. In this case the contact line motion is obtained as a perturbation of the quasi-static solution of the Navier-Stokes equation neglecting the dynamic term and a linear dependence between the dynamic contact angles and the velocity of the contact line is assumed. Kim et al. [152] overcame the limits of such models studying the functional dependence of drop sliding velocity on various parameters through the energy balance and the evaluation of the dissipation occurring during drop motion. Indeed their results hold for drops partially wetting a solid substrate with an almost circular contact area and when either the dynamic contact angles or their arithmetic mean are close to the equilibrium contact angle \( \theta \). Furthermore, two distinct viscous dissipation mechanisms have been investigated: the wedge dissipation and the bulk dissipation. The wedge dissipation is due to the Stokes flow in the edge of a large drop or in a whole small drop. The bulk contribution arises from the lubrication flow associated to the fluid motion in the central part of a large drop. The distinction between small and large drops is based on the definition of a critical radius \( R_c \) resulting to be almost always over 10 mm: actually large drops where bulk dissipation is important are usually not experimentally investigated, above all from the dynamic point of view. However, the steady sliding velocity can be theoretically determined for drops of any size according to the balance between the rate of decrease of gravitational energy and the dissipation, including both the viscous term due to the velocity field inside the drop and the dissipation near to the contact line related to the motion of fluid molecules between adsorption sites on the solid surface, i.e. associated to the surface tension acting on the contact line.

For a small drop the resulting steady velocity \( U \) is:

\[
U \sim \frac{\rho V g \sin \alpha - \sigma w (\cos \theta_R - \cos \theta_A)}{\eta \text{Le}(\theta) \ln(\Lambda/\lambda)} \quad (4.6)
\]

where \( w \) is the width of the contact area, \( \Lambda \) is the length scale where the wedge flow approximation holds, \( \lambda \) is a cutoff length introduced to prevent a blowup of the dissipation and \( c(\theta) = (1 - \cos^2 \theta)/(\theta - \sin \theta \cos \theta) \).

On the other hand, in the case of large drops

\[
U \sim \frac{\rho V g \sin \alpha - \sigma w (\cos \theta_R - \cos \theta_A)}{\eta [V_b/h^2 + \text{Le}(\theta) \ln(\Lambda/\lambda)]} \quad (4.7)
\]

where \( V_b \) is the volume of the central part of the drop (bulk) and \( h \) is the height of the drop.

Relation 4.6 expressed in terms of the dimensionless Capillary and Bond numbers, becomes
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\[ Ca \sim \frac{Bo - Bo_c}{c(\theta)} = \frac{\theta - \sin \theta \cos \theta}{1 - \cos^2 \theta} (Bo - Bo_c) \quad (4.8) \]

where now the dependence on the static contact angle is explicit. In particular, the slope of the Ca vs. Bo curve is related to the static wettability, while the intercept to the contact angle hysteresis.

The sliding of drops partially wetting a homogeneous substrate has been experimentally observed only in a few important works [132, 133, 152]. Kim and coworkers [152] investigated the behavior of different viscous liquids (ethylene glycol and glycerin) and different volumes (ranging between 15 and 80 \( \mu \)L) on polycarbonate plates. The predicted linear scaling between Ca and Bo (4.8) has been verified for low Ca values and for small drop deformation due to inclination, confirmed by an almost insignificant change in the dynamic contact angles. Podgorski et al. [132] and Le Grand et al. [133] considered silicon oil droplets sliding down a glass plate coated with fluoropolymers or water droplets on a polyacrylate substrate. The shape of the contact line of such droplets is quite complex because the rear part of the drop is different at varying inclination angle, featuring three different regimes (see image 4.2) [132]:

- for small angles the drop is round;
- for bigger angles the rear forms a corner;
- for further higher angles corners becomes cusps emitting smaller droplets (pearling) and shape is no more constant.

\[ \text{Figure 4.2 : Shape of drops on a homogeneous surface at different inclination angles [132]. In these photographs liquid is a silicon oil: water droplets photos are not showed in the article but authors refer of similar shape transitions also in the case of water. a) and b) rounded shape, c)-e) corner, f)-h) cusp and pearling.} \]

The relation between Ca and Bo is found to be linear until the production of satellite droplets.
is reached. In addition, a very accurate and systematic study of drop morphology has been reported [132,133]:

- drops elongate and flatten as the sliding velocity increases;
- the shape of the rear depends on the Capillary number;
- the advancing angle increases as the Ca increases with a power law dependence, while the receding contact angle decreases for increasing Ca with a similar power law.

To the best of our knowledge, the experimental works present in literature consider only one homogeneous substrate, possibly focusing on the choice of different fluids, whereas a systematic analysis of the same liquid on surfaces differing for static wettability still lacks and is the aspect we decided to investigate as described in the next sections of this chapter.

§ 4.2. Production of homogeneous coatings

To obtain surfaces featuring different wettability we realized coatings on glass slides with different silanes and deposition techniques.

Before silane exposure, glass slides are rinsed with distilled water, acetone and ethanol and successively are placed in the UVO cleaner (Jelight Inc.) for at least 30 minutes. In this device organic contaminant molecules are removed from the solid surface by means of the excitation or dissociation caused by the absorption of a short-wavelength UV radiation. In addition, after this treatment the surface of glass is rich of hydroxyl groups important for the silanization process sketched in figure 4.3.

Figure 4.3 : Silanization process to coat a silicon or glass substrate with a silane layer (in this example a trichlorosilane).

In the case of trichlorosilanes, the formation of a silane layer covering the glass surface is due to the following reactions:

1. hydrolisis of the Si-Cl bonds and alkysilane formation:
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\[ RSiCl_3 + 3H_2O \rightleftharpoons 3HCl + RSi(OH)_3 \]  

\[ 2nRSi(OH)_3 \rightleftharpoons -(RSiOH - O - RSiOH)_n - +2nH_2O \]  

\[ RSI(OH)_3 + SiOH_{substr} \rightleftharpoons RSi(OH)_2 - O - Si_{substr} + H_2O \]

2. condensation reactions between alkylsilanes or with hydroxyl groups present on the substrate:

The resulting network is sketched in figure 4.3. In the case of a trimethoxysilane, the realization of a silane layer on a glass or silicon substrate is accompanied by the production of methanol and involves a more complex mechanism well detailed in [227].

The silane deposition can be realized either by immersion of the sample in a 5 mM silane/toluene solution or from the vapour phase in a vacuum chamber at almost 4 mbar.

The produced samples are listed in Table 4.1 including fabrication details and the resulting wettability. Different contact angles are due to the silane chain, for instance the Trichloro(1H,1H,2H,2H-perfluorooctyl)silane (TFS) gives a more hydrophobic coating for the presence of fluorine atoms. On the other hand also the compactness of the silane layer is important, indeed we have Octadecyltrichlorosilane (OTS) samples featuring different static contact angles depending on the deposition technique: coatings obtained through vapour deposition are less hydrophobic than the ones realized by immersion. The OTS silanization by evaporation actually provides a sort of "fluffy" layer where silane chains are not densely packed, contrary to the samples realized by substrate immersion.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>( \theta )</th>
<th>Molecule</th>
<th>Deposition method</th>
<th>Exposure time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>71° ± 2°</td>
<td>OTS</td>
<td>vapour phase</td>
<td>3 hours</td>
</tr>
<tr>
<td>2</td>
<td>86° ± 3°</td>
<td>OTS</td>
<td>vapour phase</td>
<td>5 hours</td>
</tr>
<tr>
<td>3</td>
<td>94° ± 4°</td>
<td>OTS</td>
<td>solution in toluene</td>
<td>1 day</td>
</tr>
<tr>
<td>4</td>
<td>102° ± 2°</td>
<td>OTS</td>
<td>solution in toluene</td>
<td>2 days</td>
</tr>
<tr>
<td>5</td>
<td>105° ± 3°</td>
<td>TMS</td>
<td>solution in toluene</td>
<td>7 days</td>
</tr>
<tr>
<td>6</td>
<td>109° ± 3°</td>
<td>OTS</td>
<td>solution in toluene</td>
<td>3 days</td>
</tr>
<tr>
<td>7</td>
<td>115° ± 2°</td>
<td>TFS</td>
<td>vapour phase</td>
<td>4 hours</td>
</tr>
</tbody>
</table>
§ 4.3. Experimental results and comparison with theory

To compare the sliding on different homogeneous surfaces we measured the velocity assumed by 30 µL water drops at several plane inclinations $\alpha$. An example of the relation between velocity and inclination expressed in terms of the dimensionless Capillary and Bond numbers is reported in figure 4.4.

![Figure 4.4: Example of Ca vs Bo trend for a 30 µL water drop sliding down a glass slide coated with N-octyltrimethoxysilane (sample 5 in table 4.1)](image)

Usually, for inclinations near the sliding angle the curves deviate from the linear scaling predicted by equation (1.29), probably because in this case drop dynamics is governed by capillary forces. The part of the curve considered for the comparison between different samples is the linear trend followed starting from the critical Bond number $Bo_c$, deduced by extrapolating the linear fit of the sliding points to $Ca = 0$, as shown in figure 4.4. Accordingly, in order to facilitate data understanding, the left graph in figure 4.5 reports the $Ca$ as a function of $Bo - Bo_c$, because the $Bo_c$ is different for all the samples, due to differences in contact angle hysteresis. The slope of these curves clearly increases as the hydrophobicity of the surfaces increases, with a dependence better revealed in the right panel of figure 4.5. In particular the agreement between the experimental data and the angular dependent prefactor of equation (4.8) is quite reasonable for all the investigated surfaces, meaning that our system can be well described by a theory based on wedge dissipation as the dominant dissipative contribution.
§ 4.4 Conclusion

In conclusion, we produced homogeneous surfaces featuring different wettability by coating glass slides with different kinds of silane through immersion or by means of deposition from the vapour phase. The sliding of water drops has been observed at several inclination angles in order to derive the Ca vs Bo curves. The corresponding slope of the linear trend follows the theoretical prediction based on the wedge dissipation: for drops of millimetric size (volumes of the order of 10 µL) the bulk dissipation is negligible and the main mechanism of viscous dissipation is related to the flow in the wedge region.

Figure 4.5: Left panel: Ca vs. (Bo − Bo_c) curves for water drops sliding on the homogeneous samples listed in table 4.1. Right panel: corresponding slope of the Ca vs. Bo curve, plotted as a function of the equilibrium contact angle. The dashed line is the scaling law predicted by (4.8), calculated for small drops sliding down homogeneous surfaces with a wedge dissipation as the dominant dissipative contribution.
Chapter 5

Chemically heterogeneous surfaces

Chemically heterogeneous surfaces formed by regions featuring different wettability can be easily produced through photolithography or soft-lithography, e.g. UV exposure under a mask or microcontact printing. Such techniques are suitable to obtain samples with domains of different shapes (stripes [101, 228], squares [229], triangles [230], circles [231], ...) and dimensions ranging between 0.15 and 500 \( \mu \text{m} \).

The dynamics of drops on an inclined heterogeneous sample is quite interesting: the front and rear contact points undergo a stick-slip regime due to the pinning/depinning transition of the drop contact line at the edges between a hydrophilic and a hydrophobic region; as a consequence the mean sliding velocity is highly dependent on the geometry and the arrangement of the tiles forming the pattern.

The following chapter begins with an introduction on the state of the art about droplets on heterogeneous surfaces (Section 5.1), then describes the microcontact printing protocol adopted for the realization of our samples (Section 5.2) and the sliding experiments on such surfaces (Section 5.4). Experimental results have been supported and completed with lattice Boltzmann simulations (by prof. Sbragaglia’s group) reported in Section 5.5. At the end of the chapter conclusions summarize the main findings about drops sliding down heterogeneous patterns.
§ 5.1. Introduction

The two most widespread techniques applied to realize chemically heterogeneous surfaces are micro-contact printing \[211,232,233\] and film or SAM (Self Assembled Monolayer) deposition combined with photolithography \[101, 234–236\]. These patterning methods allow the production of samples formed by domains of different shape (stripes \[101, 228\], squares \[229\], triangles \[230\], circles \[231\], ...) with dimensions ranging between 0.15 and 500 µm. Composite samples have been produced with a large variety both of substrates and of functionalizing molecules. Examples of printed materials are Si \[237\], SiO_2 \[229\], Au \[238\], Al \[239\], glass \[240\] and borosilicate glass \[241\]. Instead OTS (Octadecyltrichlorosilane) \[237\], DTS (docosyltrichlorosilane) \[228\], APTES \[242\], EG6 \[243\] or diaphorase \[244\] were used, as regards functionalizing molecules. The wettability contrast between the two materials forming such heterogeneous surfaces can vary from \(\delta \theta \sim 10^\circ\) \[101\] up to \(\delta \theta \sim 100^\circ\) \[236\], where \(\delta \theta = \theta_1 - \theta_2\) is the difference between the contact angles characterizing the two homogeneous materials.

The static contact angle assumed by a drop deposited on these heterogenous samples varies according to its size: if a drop contact area is smaller than surface tiles, the contact angle depends on the precise position where the drop is deposited \[245\]; on the other hand, for a drop covering a large number of domains, i.e. an area representative of the whole sample, the static contact angle is the weighted average of the wettability characterizing the different materials forming the surface. In addition, drop shape and contact angle are found to depend also on the geometry of the texture. In particular, drops deposited on striped surfaces may assume elongated shapes, which are characterized by different contact angles in the directions perpendicular and parallel to the stripes \[236,246–248\].

The dynamics of the contact line is expected to be highly affected by the presence of regions featuring different wettability. Indeed a first observation in the spreading of a drop of increasing volume on a striped surface reports steps of the contact line moving in a sort of stick-slip dynamics along the direction orthogonal to the stripes, while in the other direction the contact line moves at a constant speed \[249\]. Studies about the sliding of drops on striped surfaces also report an anisotropic behavior: drops slide more easily along the alternating stripes than across them \[101, 236\], and periodic variations in the contact angles, possibly accompanied by fluctuations in the drop velocity, take place along this latter direction \[101\], although an actual stick-slip motion has not been seen probably because the sliding occurred across stripes having a small wettability contrast \((\sim 10^\circ)\). Recently, an anisotropic behavior has been found in a work concerning drops sliding down hydrophobic silane coatings patterned with small hydrophilic triangular domains arranged in a regular hexagonal lattice \[230\].

The problem of the contact line dynamics and drop motion on structured substrates has been investigated in a number of theoretical and numerical studies \[159, 163, 249–256\]. In a series of works by Thiele and coworkers \[252, 253, 257\], the depinning process corresponding to the loss of stability of drops moving over a heterogeneous pattern has been studied in the limit of small contact angles and small wettability contrasts, with the emergence of a \textit{stick-slip} motion during which the contact line jumps from one wetting defect to another \[249, 254\]. Using lattice Boltzmann (LB) numerical simulations, Kusumaatmaja and coworkers \[254, 255\] explored the feasibility of using chemical patterning to control the size and polydispersity of micrometer sized drops: in agreement with other authors \[249\] the stick-slip motion of the contact line was recorded in the simulations. Wang and
coworkers [256] simulated the moving contact line in two-dimensional chemically patterned channels using a diffuse-interface model with the generalized Navier boundary condition: the motion of the fluid-fluid interface has been found to be modulated by the chemical pattern on the surfaces, leading to a stick-slip behaviour of the contact line. In addition molecular-dynamics simulations [159] and the Stokes equations employing a boundary element method [163] have been applied to the problem.

§ 5.2. Microfabrication protocol

This chapter describes the whole procedure necessary to produce chemically patterned surfaces which present hydrophilic and hydrophobic domains. The first step is to fabricate masters characterized by pillars of different geometry, using suitable masks. Then the masters are replicated to make the molds for the microcontact printing technique. The stamps are soaked in a solution containing the molecules that make the surface hydrophobic and then are put in contact with the glass surface to be patterned: only the parts really in contact with the mold are functionalized and the final result is a glass hydrophilic surface with hydrophobic domains.

![Figure 5.1: Scheme of the entire fabrication procedure: principal steps.](image)

§ 5.2.1. Masks

Masks are the drawing being reproduced on the masters: depending on whether the photoresist is positive or negative (see Section 3.2), mask pattern becomes a relief structure or is dug in the resist layer. In our case the mask drawings are printed on transparent sheets by a laser inkjet printer with a 3600 DPI resolution. As shown in figure 5.2, we considered patterns formed by domains of different shape (stripes, squares and triangles) but with a fixed periodicity \( W \sim 200 \mu \text{m}. \)
§ 5.2.2. Master production using photo-lithography

Masters are produced adopting a photolithographic technique \cite{211} with SU-8-2050 (MicroChem Corporation), a negative photoresist (see Section 3.2.1) whose peak of absorption is in the ultraviolet light at a wavelength of 365 nm. This type of SU-8 is a very viscous polymer that can be spread over a thickness ranging between 10 and 200 \( \mu m \). To prepare a master, SU-8 must be poured on a solid substrate that in our case is a silicon wafer (Silicon materials) properly cut in pieces of the right dimension. Silicon surface is preferable to other materials such as glass because of its lower roughness: the high flatness facilitates subsequently the adhesion between resist and substrate, making it more homogeneous and stronger.

The first step of masters fabrication procedure (schematized in figure \[5.3\]) is the substrate cleaning: silicon samples are rinsed with distilled water and isopropanol and then are set in the UVO cleaner (Jelight Inc.) for at least 30 minutes. In this device organic contaminant molecules are removed from the solid surface by means of the excitation or dissociation caused by the absorption of a short-wavelength UV radiation. Thereafter SU-8 is deposited on the substrate and spincoated using a Specialty Coating System (P 6708/6712). Because of the centrifugal force, most of the viscous liquid is expelled and only a thin homogeneous layer remains on the substrate. A spinning cycle consists of three steps, as schematized in figure \[5.4\].

The rotation velocity in the first two steps is set according to the velocity chosen for the last
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Figure 5.4: Velocity steps in a spinning cycle. The first two velocity values are set according to the value chosen for the last one: the first one is one order of magnitude lower and the second one is its half. Moreover the first two steps lasts for 10 seconds, the third one for 80 seconds and to pass from a stage to the following there are ramps of 5 seconds at varying velocity. In order to extend the surface area characterized by a constant thickness layer, the sample needs two subsequent spinning cycles. In spite of this, some SU-8 backlogs form on the surface edges and it is necessary to remove them by hand using a cutter or a pair of tweezers. After this operation the coated surface has to rest for at least 2 or 3 hours, so that the resist layer becomes as uniform and homogeneous as possible. The spin velocity affects the final SU-8 layer thickness according to the relation plotted in figure 5.5.

Figure 5.5: Relation between the maximum spin velocity and the SU-8-2050 thickness obtained after 2 spin cycles and a pause of 2 or 3 hours.

The next step is a pre-bake at 60°C for 5 minutes followed by a ramp up to 90°C, temperature maintained for 20 minutes after which it is decreased to 40°C. This soft baking phase allows the evaporation of the excess of photoresist solvent and a partial hardening of the SU-8 which promotes the successive polymerization. Once the sample reaches room temperature, it is placed under the

1The coating height is chosen so that the aspect ratio H/L (where H represents the height and L the width of the spaces between the structures as shown in figure 5.6) to stand between 0.2 and 2 for ensuring the stability of the replicas made of PDMS (see section 5.2.3 and [232]).
mask putting a water layer between them to reduce unwanted diffraction effects. Afterwards mask and coated wafer are exposed to the collimated beam of an UV mercury arc lamp (Osram HBO) mounted on a flood exposure system (Reinraumtechnik Lanz UV400) with a working area having a diameter of about 10 cm [258]. The exposure time is a crucial parameter:

- if it is too short also the exposed parts can be removed by the developer;
- if it is too long it can cause the formation of structures which do not faithfully reproduce the mask pattern.

In our case the optimal exposure time is 30 s.

To avoid the solvent to erode the exposed zones, the sample undergoes a post exposure bake at the same temperatures as in the soft bake step. This baking grows and stabilizes the cross linking formed in the polymerized area. The unexposed part is definitively removed shaking the samples in the SU-8 developer. Master fabrication finishes with a hard baking at 100°C for at least 30 minutes which makes the structures stronger. The entire procedure takes place in a cleanroom (ISO 7 class) to guarantee a high level of cleaning necessary for an optimal fabrication of micro devices.

![Figure 5.6: SU-8 master with grooves almost 100 µm wide and 70 µm high. a) profile sketch or pattern b) microscopy image.](image)

In figure 5.6 we show an example of a master with grooves almost 100 µm wide and 75 µm high. All the other masters we fabricated are similar, but with different geometry.

Before proceeding with masters replica, their surface must be treated with a chemical vapour deposition (CVD) process facilitating replica peeling from its master: the surface is covered by organofunctional alkoxyisilane molecules arranged in a monolayer forming an anti-adhesive film. Masters are left in a trichlorosilane atmosphere for at least 2 hours so that the whole surface is evenly coated. For further information about silanization protocol we refer to Section 4.2 and [259].

At this point our masters are ready to be replicated.
§ 5.2.3. Replica molding

The replica molding protocol we adopted is summarized in figure 5.7.

Liquid PDMS and its catalyst (Sylgard 184) are mixed together in 10:1 w/w ratio. During the blending some air bubbles form in the mixture and must be removed degassing the fluid with a rotative pump. Once PDMS is completely degassed, it can be poured on the master paying attention not to produce any bubble during the shedding. PDMS polymerization (see figure 5.7a) is sped up by heat, so the master covered by PDMS is put in the oven at 80°C for one hour. Once solidified, the replica can be peeled off delicately and then can be used as a stamp for the printing. An example of the built replicas is represented in figure 5.8.

In addition, the first replica in PDMS can be used, once silanized, as a master for a new PDMS stamp (double replica molding). Starting from a silicon master both its negative and its identical copy can be produce in order to have two complementary stamps.
§ 5.2.4. Microcontact printing

Microcontact printing (μCP) [233] is a soft lithographic technique for chemically patterning a surface: a PDMS mold is used as a stamp, being wetted with an "ink" consisting of a solution containing molecules which functionalize the substrate forming a self assembled monolayer (SAM) in the contact area between stamp and substrate. The drawing in relief of the stamp is reproduced on the substrate after contact, thanks to the adhesion between the molecules and the surface. This kind of selective patterning is very stable and time resistant because the carbon chains of these molecules align each other creating a strong and compact layer (see figure 5.9).

![Figure 5.9](image)

Figure 5.9: (a) Arranging of functionalizing molecules in a monolayer (b) OTS, the molecule we used: it is formed by 3 Cl atoms (green), 1 Si atom (pale yellow), 18 C atoms (dark grey) and 37 H atoms (white).

μCP has been realized with a large variety both of substrates and of functionalizing molecules. Examples of microcontact printed materials are Si [237], SiO₂ [229], Au [238], Al [239], glass [240] and borosilicate glass [241]. Instead OTS (Octadecyltrichlorosilane) [237], DTS (docosyltrichlorosilane) [228], APTES [242], EG6 [243] or diaphorase [244] were used, as regards functionalizing molecules.

In our case:

- **stamps** are PDMS molds described in section 5.2.3
- **ink** is a 0.5 mM solution of OTS (octadecyltrichlorosilane, \( CH_3(CH_2)_{17}SiCl_3 \), Sigma Aldrich) in toluene (Sigma Aldrich);
- **substrates** are microscope glasses cleaned immediately before the printing with distilled water, isopropanol and left in the UVO cleaner for at least 30 minutes.

PDMS samples are completely soaked in the OTS and toluene solution for 30-60 seconds. They are consequently dried and put in contact with the cleaned glass substrate. Finger pressure [237], [233] is exerted for 40 seconds paying attention not to move the stamp and to give an homogeneous pressure.

²Time is an important parameter because:

²We tried also to impress pressure placing a weight on the PDMS sample, but in this way it is easier to move the stamp on the substrate.
a too short time prevent the formation of a thick and homogeneous layer;

• a too long time cause OTS molecules to adhere also on areas not touched by the stamp.

After having removed delicately the mold, patterned glasses are placed on a hot plate at 70°C in order to make the solvent evaporate. Functionalized areas are not only covered by an OTS monolayer, but there are molecules buildups which are washed off rinsing samples in toluene for 8-10 minutes. Also this protocol is realized in the cleanroom for the high cleanness degree required for a good result.

§ 5.2.5. PDMS swelling

When the stamp is soaked in the OTS solution, toluene swells PDMS [260] and deforms the structures in relief, as shown in figure 5.11. Fortunately, the transformation is reversible and structures come back to the original shape as the solvent evaporates (see figure 5.11).

In addition, PDMS swelling, usually representing a problem in microfluidics, can be exploited as a useful advantage in the case of triangles and chessboard geometry: the pillars of the stamp are well separated (see figure 5.8d) and the corresponding printed surface would feature a larger fraction of glass, but thanks to swelling, the corners of the pillars meet, allowing the production of the desired pattern formed by almost the same fraction of glass and OTS, by starting contact at the suitable moment (see sequence in figure 5.11).
§ 5.3. Sample characterization

Such heterogeneous surfaces were characterized through three different techniques described in this section:

- the condensation figure method, based on the different condensation on hydrophilic and hydrophobic regions;
- Atomic Force Microscopy, sensitive to different roughness and friction on different surfaces;
- wettability measurements aimed at testing the agreement with the Cassie-Baxter prediction.

§ 5.3.1. Condensation figure method

The final output of the microcontact printing procedure is a surface presenting hydrophobic OTS regions alternated with hydrophilic glass uncoated areas. This chemical difference can be exploited in order to characterize and to observe samples features with the condensation figure method [261]: water vapour condensation on hydrophobic and hydrophilic surfaces is different and, as a result, two different areas can be distinguished according to the size and distribution of the droplets.

As shown in figure 5.12 there are some regions characterized by bigger droplets (hydrophilic glass surface), as well as areas covered by smaller droplets (hydrophobic OTS layer). This is a simple and fast technique to measure the size of the domains and to check whether the patterned surface is affected by defects. The results of this optical characterization are summarized in table 5.1 where the samples are labeled with an acronym indicating the pattern geometry.
Figure 5.12: Condensation figures of the ten patterns of heterogeneous surfaces produced: bigger droplets condense on the hydrophilic areas, whereas smaller droplets form on the hydrophobic domains. All the patterns feature the same periodicity $W = 200 \mu m$ but different fractions of hydrophilic uncoated glass and hydrophobic OTS layers. Bars indicating $W$ show also the sliding direction (see Section 5.4).

Table 5.1: Geometric specifications of the ten patterns as derived through the condensation figure method. The length parameters $W$, $L$ and $B$ are defined in figure 5.13. The striped samples are labeled with STR, standing for stripes, and the corresponding OTS percentage, whereas the acronym chosen for the other patterns refers to the geometry of the domains (TR $\rightarrow$ triangle, SQ $\rightarrow$ square, CB $\rightarrow$ chessboard, LN $\rightarrow$ linear, AL $\rightarrow$ aligned and ST $\rightarrow$ staggered).

<table>
<thead>
<tr>
<th>sample ID</th>
<th>pattern description</th>
<th>dimensions (µm)</th>
<th>OTS fraction $f_1$</th>
<th>glass fraction $f_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>STR_19%</td>
<td>stripes</td>
<td>$L = 38 \pm 3$</td>
<td>0.19 ±0.02</td>
<td>0.81±0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$W = 200 \pm 3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STR_50%</td>
<td>stripes</td>
<td>$L = 100 \pm 3$</td>
<td>0.50 ±0.02</td>
<td>0.50 ±0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$W = 200 \pm 3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STR_83%</td>
<td>stripes</td>
<td>$L = 166 \pm 4$</td>
<td>0.83 ±0.03</td>
<td>0.17 ±0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$W = 200 \pm 3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CB_TR</td>
<td>isosceles triangles in chessboard arrangement</td>
<td>$B = W = 200 \pm 3$</td>
<td>0.54 ±0.03</td>
<td>0.46 ±0.03</td>
</tr>
<tr>
<td>LN_TR</td>
<td>isosceles triangles in linear arrangement</td>
<td>$B = W = 200 \pm 3$</td>
<td>0.58 ±0.02</td>
<td>0.42 ±0.02</td>
</tr>
<tr>
<td>CB_SQ</td>
<td>squared chessboard</td>
<td>$L = 100 \pm 6$</td>
<td>0.50 ±0.03</td>
<td>0.50 ±0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$W = 200 \pm 4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AL_OTS</td>
<td>aligned squares</td>
<td>$L = 110 \pm 3$</td>
<td>0.30 ±0.02</td>
<td>0.70 ±0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$W = 200 \pm 3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AL_GL</td>
<td>aligned squares</td>
<td>$L = 119 \pm 4$</td>
<td>0.65 ±0.03</td>
<td>0.35 ±0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$W = 200 \pm 4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST_OTS</td>
<td>staggered squares</td>
<td>$L = 104 \pm 3$</td>
<td>0.27 ±0.02</td>
<td>0.73 ±0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$W = 200 \pm 3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ST_GL</td>
<td>staggered squares</td>
<td>$L = 123 \pm 4$</td>
<td>0.63 ±0.03</td>
<td>0.37 ±0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$W = 201 \pm 4$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.3 Sample characterization

Figure 5.13: Cartoon of the fundamental cells composing the periodic patterns used to define the characteristic lengths. Red (dark) regions represent uncoated glass areas, and yellow (light) regions represent OTS domains.

§ 5.3.2. AFM scans

In order to study our surfaces we employed an Atomic Force Microscope (Park scientific instruments autoprobe cp) both in topography mode and in lateral force mode [262].

Figure 5.14: AFM scanning image showing the border between two stripes: (a) topographic mode, (b) lateral force mode.

An example of a scanning output is depicted in figure 5.14. With the AFM in topography mode, the printed areas can be distinguished only for the presence of molecular accumulations instead of a single OTS monolayer. However these buildups are not higher than 100 nm, much smaller than the dimensions of the drops sliding down the patterned surface, so that these OTS layer irregularities do not affect drops motion. In addition, a net step between the printed area and the glass substrate cannot be identified because the thickness of the OTS layer is negligible with respect to the native roughness of the glass slide (mean roughness less than 10 nm, but much larger than 2.5 nm, the length of an OTS molecule). On the other hand, the printed areas can be better identified with lateral force microscopy, as shown in figure 5.14, where the border between coated and bare glass regions is clear and well defined. In conclusion, the samples can be assumed to be flat and the drop sliding is affected only by chemical heterogeneities and not by geometrical pinning effects.
§ 5.3.3. Wettability measurements

The printed pattern is also analyzed in terms of static contact angle measurements through the Cassie-Baxter equation \((1.14)\). The static contact angle \(\theta\) has been measured with the experimental apparatus described in Section 2.1 by placing above the horizontal sample 4 \(\mu\text{L}\) water drops, whose contact area covers at least 100 fundamental cells composing the triangular or square patterns and 20-30 stripes in order to average on a region representative of the whole sample composition. To characterize the surface wettability, data are collected from at least five droplets placed in different positions. The final contact angle is expressed as the mean of the various values, and the standard deviation is representative of the surface uniformity. The main results of this analysis are listed in Table 5.2. The experimental determination of the static contact angle on the surfaces patterned with triangles and squares agrees very well with the Cassie-Baxter predictions, calculated from the material fractions of glass and OTS, evaluated through the condensation figures, and from the static contact angles of a homogeneous bare glass slide (rinsed in toluene to reproduce the same treatment applied to the patterned samples) and a homogeneous OTS coating, obtained by immersing a glass slide in an OTS/toluene solution (5 mM) for 3 days. In the case of striped samples we found an anisotropy between the equilibrium contact angle parallel \((\theta_{\parallel})\) and perpendicular \((\theta_{\perp})\) to the stripes (see cartoons in Table 5.2): in agreement with Refs. [236,247,248], only the equilibrium contact angle parallel to the stripes is compatible with the theoretical prediction calculated through the Cassie-Baxter equation (see Table 5.2) and the asymmetry is more pronounced in the case of the more hydrophilic surfaces. The good agreement between theoretical and experimental values constitutes not only the confirmation of the Cassie-Baxter law \((1.14)\), but also an indirect validation of the microfabrication protocol and of the quality and uniformity of the patterned surfaces.
Table 5.2: Static contact angles of both homogeneous and heterogeneous surfaces of glass (red/dark) and OTS (yellow/light). For comparison also the Cassie-Baxter prediction $\theta_{CB}$ is reported.

<table>
<thead>
<tr>
<th>ID</th>
<th>Cartoon</th>
<th>$f_{OTS}$</th>
<th>$f_{glass}$</th>
<th>Equilibrium contact angle</th>
<th>$\theta_{CB}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLASS</td>
<td><img src="image" alt="GLASS" /></td>
<td>0</td>
<td>1</td>
<td>$32^\circ \pm 3^\circ$</td>
<td>-</td>
</tr>
<tr>
<td>OTS</td>
<td><img src="image" alt="OTS" /></td>
<td>1</td>
<td>0</td>
<td>$110^\circ \pm 3^\circ$</td>
<td>-</td>
</tr>
<tr>
<td>CB_SQ</td>
<td><img src="image" alt="CB_SQ" /></td>
<td>0.50</td>
<td>0.50</td>
<td>$76^\circ \pm 4^\circ$</td>
<td>$75^\circ \pm 2^\circ$</td>
</tr>
<tr>
<td>AL_OTS</td>
<td><img src="image" alt="AL_OTS" /></td>
<td>0.30</td>
<td>0.70</td>
<td>$61^\circ \pm 3^\circ$</td>
<td>$61^\circ \pm 2^\circ$</td>
</tr>
<tr>
<td>AL_GL</td>
<td><img src="image" alt="AL_GL" /></td>
<td>0.65</td>
<td>0.35</td>
<td>$85^\circ \pm 4^\circ$</td>
<td>$85^\circ \pm 2^\circ$</td>
</tr>
<tr>
<td>ST_OTS</td>
<td><img src="image" alt="ST_OTS" /></td>
<td>0.27</td>
<td>0.73</td>
<td>$59^\circ \pm 3^\circ$</td>
<td>$58^\circ \pm 2^\circ$</td>
</tr>
<tr>
<td>ST_GL</td>
<td><img src="image" alt="ST_GL" /></td>
<td>0.63</td>
<td>0.37</td>
<td>$86^\circ \pm 6^\circ$</td>
<td>$84^\circ \pm 3^\circ$</td>
</tr>
<tr>
<td>CB_TR</td>
<td><img src="image" alt="CB_TR" /></td>
<td>0.54</td>
<td>0.46</td>
<td>$83^\circ \pm 6^\circ$</td>
<td>$78^\circ \pm 2^\circ$</td>
</tr>
<tr>
<td>LN_TR</td>
<td><img src="image" alt="LN_TR" /></td>
<td>0.58</td>
<td>0.42</td>
<td>$84^\circ \pm 5^\circ$</td>
<td>$81^\circ \pm 2^\circ$</td>
</tr>
<tr>
<td>STR_19%</td>
<td><img src="image" alt="STR_19%" /></td>
<td>0.19</td>
<td>0.81</td>
<td>$\theta_\perp = 74^\circ \pm 3^\circ$ \hspace{1cm} $\theta_\parallel = 58^\circ \pm 4^\circ$</td>
<td>$52^\circ \pm 2^\circ$</td>
</tr>
<tr>
<td>STR_50%</td>
<td><img src="image" alt="STR_50%" /></td>
<td>0.50</td>
<td>0.50</td>
<td>$\theta_\perp = 83^\circ \pm 2^\circ$ \hspace{1cm} $\theta_\parallel = 72^\circ \pm 2^\circ$</td>
<td>$75^\circ \pm 2^\circ$</td>
</tr>
<tr>
<td>STR_83%</td>
<td><img src="image" alt="STR_83%" /></td>
<td>0.83</td>
<td>0.17</td>
<td>$\theta_\perp = 100^\circ \pm 3^\circ$ \hspace{1cm} $\theta_\parallel = 100^\circ \pm 3^\circ$</td>
<td>$98^\circ \pm 2^\circ$</td>
</tr>
</tbody>
</table>
§ 5.4. Experimental results

This section collects all the main experimental results about the sliding of drops on heterogeneous surfaces formed by domains of different shape.

§ 5.4.1. Sliding measurements

We observed the sliding of 30 or 40 $\mu$L water drops down the heterogeneous samples in the direction indicated in figure 5.12, i.e. parallel to the pattern periodicity $W$, as depicted in the example in figure 5.15 related to a striped surface [167, 263, 264].

![Figure 5.15](image)

Figure 5.15: Sliding drop on an inclined plane tilted by an angle $\alpha$. The surface is functionalized with stripes (or square and triangular domains) of alternating wettability with periodicity $W$, much smaller than drop size (typically the drop contact area covers tens of $W$). The sliding direction is parallel to $W$, i.e. perpendicular to the stripes (or to the rows of squares and triangles, as indicated in figure 5.12).

In the case of surfaces with wider stripes of glass (sample STR,19% in figure 5.12), drops assume an asymmetric shape, elongated in the direction of the stripes, and get pinned for every inclination angle up to 90° so that sliding measurements are not possible. Drops on all the other heterogeneous surfaces are not affected by this pronounced asymmetry and the motion is studied for various inclinations $\alpha$ of the sample. In addition, to extend the range of static wettability on the striped samples, we also studied the sliding of ethanol in water drops (30% w/w, $\rho = 954$ kg/m$^3$, $\eta = 2.5$ cP, $\sigma = 35.5$ mN/m [265]) down the surface with stripes of equal width.
§ 5.4.2. Stick-Slip

An example of the particular drop dynamics on the surface formed by stripes of equal width (sample STR, 50% in figure 5.12) is shown in figure 5.16.

![Figure 5.16](image)

**Figure 5.16**: Dynamics of a 30 µL water drop moving on sample STR, 50% in the direction perpendicular to the stripes. Left graph: position of the front contact point (left axis) and rear contact point (right axis). Space is expressed in units of the pattern periodicity $W$ and time in units of the period $T$ (the time required for a step of the stick-slip dynamics). Right graph: time evolution of the advancing contact angle (left axis) and receding contact angle (right axis). The snapshot sequences show the contact points (left) and the contact angles (right) in the points indicated in the corresponding plots.

The drop clearly advances with a stick-slip behavior, with jumps on the order of the pattern periodicity $W$. The time period $T$ is defined as the time required to a drop for a step of the stick-slip dynamics (in this case a displacement equal to $W$). Considering point (a) in the left graph of figure 5.16 as the beginning of $T$, at point (b) the front of the drop suddenly jumps forward by a distance almost equal to $W/2$, while the rear contact line is pinned. After the jump, the front line slowly advances and subsequently the rear line jumps by a distance equal to $W$, corresponding to points (c) and (d). The period $T$ ends when the front contact point covers a length of $W/2$ before performing the next jump. The process then repeats itself. In correspondence to the leap of the front line, a fall in $\theta_a$ occurs, whereas $\theta_r$ reaches the minimum value just before the depinning of the rear contact point, then jumps to the maximum value in correspondence of the crossing of $W$ and finally, during the subsequent pinning, gradually decreases (see the right graph in figure 5.16). We point out that the pinning-depinning transition occurs through a discontinuity both in the position and in the contact angle resulting more pronounced in the case of the rear of the drop.

This behavior is observed both in the case of ethanol in water and pure water drops on the same surface (sample STR, 50%), differing only by the contact angle values that are higher in the case of water drops (see figures 5.16 and 5.17). On the other hand, the behavior of water drops on surfaces with larger stripes of OTS is quite different (see the bottom panel of figure 5.17): even if drop motion is characterized by the same space periodicity $W$, the trend of the front and the rear contact points is smoother and does not feature any net jump. Also $\theta_a$ and $\theta_r$ exhibit only oscillations without any marked discontinuity.
Figure 5.17: Time dependence of the front and rear contact points (left axis) and the advancing and receding contact angles (right axis). Space is expressed in units of the pattern periodicity $W$ and time in units of the period $T$ (the time required for a step of the stick-slip dynamics). Top panel: measurement about a 30 µL drop of ethanol in water (30% w/w) sliding down the sample with stripes of equal width (STR 50%); bottom panel: measurement about a 30 µL water drop on the sample STR 83% featuring larger stripes of OTS (the hydrophobic part) with $f_1 = 0.83$, $f_2 = 0.17$. Boxes on the left report corresponding experimental details.
5.4 Experimental results

Figure 5.18: Bottom view of a water drop on a triangular pattern. The contact line assumes a fragmentary shape to follow the borders of the triangles because of the pinning exerted by the presence of regions featuring different wettabilities.

On the square and triangular patterns the drop undergoes a stick-slip motion characterized by a continuous deformation of the entire contact line, which pins and depins at the edges between domains of different wettability, as shown in the photograph of the drop contact area in figure 5.18 and evidenced by the numerical snapshots reported in Section 5.5. As observed with the striped surfaces, the front and rear contact points move alternatively and the jumps forward do not occur simultaneously. However, on the triangular geometry, the jumps are less sharp than those observed in the case of hydrophilic and hydrophobic stripes of equal width (see figure 5.16). Instead, they resemble those found on striped surfaces with wider hydrophobic stripes, as arises from the comparison between the bottom panel of figure 5.17 and the graph of figure 5.19 displaying typical stick-slip motions in the direction ▲ ◄ (see below) on the linear and chessboard triangular configurations. These general features do not depend on the symmetry of the surface patterns or the sliding direction. The spatial periodicity of the stick-slip dynamics is equal to the height of the triangles or to the pattern periodicity $W$ for all the square arrangements except for the chessboard configuration (sample CB$_{SQ}$), where the motion periodicity is $W/2$, as depicted in 5.19. For this geometry, the jumps of the contact points are compatible with the side of the squares, meaning that pinning and depinning occur at every row of squares. Again, this is also evidenced by the snapshots of the density contours reported in the numerical simulations (see Section 5.5).
Figure 5.19: Stickslip dynamics of the front contact point of water drops moving on the patterns with triangular domains arranged in chessboard (CB_TR) and linear (LN_TR) configurations and on two patterns formed by squares: aligned glass squares (AL_GL) and squared chessboard (CB_SQ). Time is expressed in units of the time period $T$, defined as the time required for a step of the stickslip dynamics, equal to $W$ in all cases except on the squared chessboard pattern, where it is compatible with $W/2$. The front position is expressed in units of the pattern period $W$. Curves are vertically shifted for clarity.
§ 5.4.3. Stripes

By performing sliding measurements we can derive the relationship between the drop mean velocity \( U \) and the inclination angle \( \alpha \) of the surface. Figure 5.20 reports data of water drops sliding on striped surfaces STR,50% and STR,83% and on homogeneous surfaces with similar wettabilities (see Chapter 4). The sliding velocity \( U \) scales linearly with \( \sin\alpha \), as described by equation (4.6), for inclinations above the critical angle \( \alpha_c \), which is indeed determined by extrapolating the linear trend in the dissipative sliding up to zero velocity. We point out that experimentally we still observe motion even for tilt a few degrees (\( \lesssim 5^\circ \)) smaller than \( \alpha_c \), a condition in which the drop is moving at low velocity where the viscous dissipation is negligible and the prediction of Equation (4.6) is no more applicable. Furthermore, the stick-slip regime is typically well observed close to \( \alpha_c \). Considering the heterogeneous and homogeneous surfaces with similar equilibrium contact angle, we observe two distinctive features: i) at the same inclination \( \alpha \), the velocity is always lower on the heterogeneous surface than on the homogeneous one and the angle \( \alpha_c \) is higher for the heterogeneous surfaces which are characterized by a larger pinning; ii) the slope of the curve \( U \) vs. \( \sin\alpha \) is the same for similar wettability, regardless of the composition of the surface, and is higher for the surfaces characterized by higher equilibrium contact angle.

![Figure 5.20](image-url)  

**Figure 5.20**: Mean velocity of 30 \( \mu l \) water drops sliding down the heterogeneous (open symbols) surfaces STR,50\% \( (f_1 = f_2 = 0.5, \theta_{hete} = 72^\circ) \) and STR,83\% \( (f_1 = 0.83, f_2 = 0.17, \theta_{hete} = 100^\circ) \) and down homogeneous (filled symbols) surfaces of similar wettabilities, inclined by several angles \( \alpha \). Lines are linear fit to the data taken on a range where viscous dissipation is not negligible. The intercept at \( U = 0 \) defines the critical angle \( \alpha_c \).
§ 5.4.4. Squares

From the time evolution of the front contact point position, the mean velocity $U$ has been determined through linear fits for different inclination angles $\alpha$. The results obtained on the square patterns are summarized in the graphs of figure 5.21 in terms of the dimensionless Capillary number ($Ca = \eta U / \sigma$, where $\eta$ and $\sigma$ are the viscosity and the surface tension of the fluid, respectively) versus Bond number ($Bo = \rho V^2 / g \sin \alpha / \sigma$ where $\rho$ is the density of the liquid and $g$ the gravity acceleration). The onset of drop motion is found to be strongly affected by the arrangement of the domains. Actually, the critical Bond number $Bo_c$ (defined as the value at $Ca=0$ of the linear fit of the data) is the same for patterns with the same configuration but different wettability and is higher for the staggered squares than for the aligned ones. The critical $Bo$ related to the chessboard geometry assumes an intermediate value between the other two pattern configurations. Above $Bo_c$, the data feature a linear trend with a slope clearly related to the static wettability of the samples: the slope is similar for surfaces characterized by the same contact angle, independently from the domain arrangement, and increases as the hydrophobicity of the sample increases.

![Figure 5.21: Dependence of Ca (e.g., mean velocity) on Bo (e.g., plane inclination) for the 5 different configurations of patterns with squared domains: chessboard formed by squares (CB_SQ), aligned and staggered OTS squares (AL_OTS and ST_OTS, respectively) and aligned and staggered glass squares (AL_GL and ST_GL, respectively).](image)

§ 5.4.5. Triangles

In contrast to square and striped surfaces, patterns formed by triangular domains are anisotropic: two main different directions of sliding can be defined, as sketched in figure 5.22. Direction $\blacktriangle$ indicates that the drop is moving from the apex to the base of the hydrophilic triangles, while direction $\blacktriangledown$ is the opposite [230]. Sliding measurements have been performed along these two possible directions for several sample inclinations, with 40 $\mu$L drops which cover approximately 30-35 rows formed by 15 triangles each. The results obtained are summarized in the graphs of figure 5.22 in terms of the dimensionless $Ca$ number versus $Bo$ number. Both on the linear and on the chessboard patterns the
velocity is different in the two sliding directions for the same plane inclination. Drops slide down faster along the direction ▼↓, the difference with respect to the opposite direction ▲↓ ranging from about 15% up to 50%. Furthermore, drops move faster on the chessboard pattern than on the linear one along both sliding directions.

The anisotropic behavior found between the ▲↓ and ▼↓ directions is consistent with the results of a recent study [230] concerning drops sliding down hydrophobic silane coatings patterned with small hydrophilic triangular domains arranged in a regular hexagonal lattice. However, the absolute values are much different because the hydrophilic triangles are a factor about 10 smaller than those in our study and are more sparsely packed, resulting in a hydrophilic fraction $f_2=0.1$. Accordingly, the pinning effects are less pronounced and the drops start moving at much smaller Bond numbers (∼0.12-0.15) than in our case (∼0.35-0.37). More interestingly, no stick-slip is observed on these patterns probably because $f_2$ is too small.
§ 5.4.6. Comparison between all the patterns

The graph in figure 5.23 collects the Ca vs Bo curves derived from the sliding on heterogeneous samples featuring similar wettability, but domains of different shape (stripes, aligned squares, squares and triangles arranged in a chessboard) in order to investigate the role played by texture geometry in affecting drop dynamics. Overall, the critical Bond number, that is, the critical dimensionless force needed to depin the drop, is found to be strongly affected by the shape and the spatial arrangement of the domains. Indeed the Bo_c is related to the distribution of the contact angle along the perimeter of the drop and is intimately connected to the pinning/depinning of the contact line at the edges of the domains. The drops are found to slide at lower Bo on the triangular configuration and the aligned squares, then on stripes and finally the sliding on the chessboard (and staggered) squares requires higher inclinations. On the contrary, the slopes of such curves are similar (except for the higher slope of data about sample AL_SQ, being actually more hydrophobic than the others), meaning that away from the critical Bond number, the dynamic regime depends mainly on the static contact angle and weakly on the real surface pattern: the viscous dissipation is given by an average on the domains independent of geometry details.

![Figure 5.23: Experimental Ca vs Bo relation for different surface patterns: stripes, aligned squares (AL_SQ), squares in the chessboard configuration (CB_SQ), and triangles with chessboard symmetry (CB_TR).](image)

§ 5.5. Lattice Boltzmann simulations

The experimental results are corroborated and completed with the use of numerical simulations based on the lattice Boltzmann models (see Section 1.6.1), which solve the diffuse-interface hydrodynamic equations of a binary mixture of two components (see refs [254] and [164] and references therein) \( d \) and \( o \): \( d \) indicates the rich phase inside the droplet, corresponding to the liquid phase in the experiments, and \( o \) is the outer phase featuring a different viscosity (corresponding to the vapor phase in the experiments). We remark that fluids \( d \) and \( o \) differ from water and air in a real experiment both for the interface thickness and for the viscous ratio: this model considers a diffuse interface much wider
than in the experiment and the viscosity ratio between $d$ and $o$ phases is lower than the real viscosity ratio between water and air, to avoid numerical instabilities (see below for more details).

This method reproduces the Navier-Stokes equation for a binary mixture with densities $\rho_d$ and $\rho_o$ ($\rho = \rho_d + \rho_o$), with a body force density, $\rho_d g \sin \alpha$, applied to the rich phase inside the droplet ($\rho_d$) along the $x$-direction

$$\partial_t (\rho u_i) + \partial_j (\rho u_i u_j) = -\partial_j P_{ij} + \partial_j \tau_{ij} + \rho_d g \sin \alpha \delta_{x,j}$$

where $\tau_{ij}$ is the viscous stress tensor $\tau_{ij} = \eta (\partial_i u_j + \partial_j u_i)$, with $\eta$ the dynamic viscosity, and $u_i$ the velocity of the mixture. The pressure tensor $P_{ij}$ accounts for the surface tension at the interface between the two fluids, as well as the capillary forces at the contact line via a suitable imposition of wetting boundary conditions.

The patterning details can be easily changed by imposing mixed wetting boundary conditions. The numerical simulations refer to a flat hydrophilic surface (contact angle $\theta_2 \sim 50^\circ$) patterned with different hydrophobic structures (contact angle $\theta_1 \sim 115^\circ$). Initially 2D simulations were considered to model a drop on the striped samples, due to the symmetry of the problem, then 3D simulations were implemented to compare drop sliding on surfaces featuring different geometry: hydrophobic triangles on a hydrophilic plane with chessboard symmetry, aligned hydrophilic squares on a hydrophilic plane, squares arranged in chessboard symmetry, and alternating hydrophilic and hydrophobic stripes of equal width. In all cases, the hydrophilic and hydrophobic area fractions are assumed to be the same (i.e., $f_1 = f_2 = 0.5$), and the diameter of the droplet covers about 10 domains. More technical details about the numerical method can be found in Section 1.6.1 and in the studies [156, 166, 167, 266] and references therein.

§ 5.5.1. Stick-Slip

The stick-slip motion is well captured in the numerical simulations of a 2D drop on a surface with the same fraction of hydrophilic and hydrophobic areas, as shown in figure 5.24, which displays the time evolution of the positions of the front and rear contact points normalized to $W$, and $T$ indicates the time period required for a displacement equal to $W$.

From the density snapshots, it is possible to determine precisely the positions where the contact line pins and depins with a resolution that is impossible to achieve in an experiment. The rear contact line gets pinned (snapshots a) before entering the hydrophobic area (yellow region at the base of the drop). A sudden jump makes it overcome the local energy barrier and enter the hydrophilic area (red region at the base of the drop) (snapshots b). The front contact line, in turn, stops before entering the hydrophobic regions. As the drop pins with an increasing advancing angle, it slowly penetrates through the hydrophobic area (snapshots c), similarly to what is observed in the experimental results reported in figure 5.16. A sudden jump follows when the front enters the hydrophilic area (snapshots d). We have also extended the simulations to the heterogeneous surface investigated in [101], which presents a lower wettability contrast of $10^\circ$, and found only periodic oscillations in the velocity without the occurrence of a stick phase in agreement with the experiment.

A further insight into the stick-slip mechanism can be given considering the balance equation obtained
Chemically heterogeneous surfaces

Figure 5.24: Time evolution in dimensionless units (see text for details) of the front (left axis) and rear (right axis) contact points of a 2D drop on the heterogeneous substrate. The horizontal sequence of snapshots shows the whole drop motion. Color map on top is the density in Lattice Boltzmann units. Low density regions appear dark (blue) while high density regions are light (red). The vertical sequence (on the right) reports the corresponding enlargements to better appreciate the position of the contact line. Consistently, light (yellow) areas at the drop base represent hydrophobic regions, while red (dark) stripes represent hydrophilic regions.

by integrating the diffuse interface time-dependent Stokes equation \(5.1\) over the drop volume (then made dimensionless with respect to the surface tension force \(R\sigma\)):

\[
Ma(t) = F_{\text{cap}}(t) + D(t) + F_g
\]  

(5.2)

where \(a(t)\) is the acceleration of the drop with mass \(M\) and \(F_g\) is the down-plane component of the gravitational force. The term \(F_{\text{cap}}\) (calculated as the integral of the pressure tensor term) accounts for the nonuniform pressure and curvature distortion as well as the capillary force on the drop at the contact line. The function \(D(t)\) (the integral of the viscous stress term) quantifies the drag force due to viscous shear.

Figure 5.25: Time evolution of the various terms in the balance equation \(5.2\) for the heterogeneous and the homogeneous case chosen to display the same static wettability.

Figure 5.25 presents the analysis of the balance equation \(5.2\) for a time frame of a period \(T\) of the stick-slip dynamics and compares it to the homogeneous case, for the same \(Bo\). The gravitational force \(F_g\) is constant in time. When the drop is pinned, \(F_g\) is almost balanced by \(F_{\text{cap}}\) (snapshots c). Immediately after, the front contact line jumps forward and the drop depins (\(F_{\text{cap}} \to 0\): the
drop experiences a localized acceleration $a(t)$ with a consistent dip in the dissipation function. The drop gets pinned again until the rear contact line jumps forward. The homogeneous case is instead stationary: the energy provided by $F_g$ is almost entirely transferred into dissipation, apart from the deformation of the interface which causes a term $F_{\text{cap}}$ smaller by a factor $\approx 10$ with respect to the heterogeneous case. Overall, we see that the effective dissipation in the heterogeneous case is strongly suppressed as compared with the stationary homogeneous case. This is because the large wettability contrast causes additional energy to be stored in the non-equilibrium configuration of the drop which can pin before the contact lines jump forward.

§ 5.5.2. Comparison between all the patterns

Figure 5.26 shows top-view snapshots taken at equal times and at the same $\text{Bo} \sim 0.35$ for four different geometries. We can clearly see that the slowest motion occurs on the stripes and the square chessboard pattern. This is likely a consequence of the elongation of the drop along the stripes in a direction perpendicular to the motion, which causes enhanced energy to be stored in the nonequilibrium configuration of the droplet. As evident from figure 5.26 for the same Bo number, the deformation of the droplet is larger on the striped and chessboard patterns.

**Figure 5.26**: Top-view snapshots showing the motion of droplets at equal times on four patterned surfaces all having $f_1 = f_2 = 0.5$: (1) triangles with chessboard symmetry (CB_TR), direction ▲▼; (2) aligned squares (AL_SQ); (3) square chessboard (CB_SQ); and (4) stripes. Droplet motion proceeds from left to right. Red (dark) areas represent hydrophilic parts, and yellow (light) areas symbolize hydrophobic regions.
Further insight can be gained by plotting the output of the numerical simulations in terms of Ca versus Bo numbers as done with the experimental data. Figure 5.27a shows the results corresponding to a viscosity ratio of $\chi = \eta_d/\eta_o = 20$, where $\eta_d$ and $\eta_o$ are the drop and the outer phase viscosity respectively. The choice of $\chi = 20$ is motivated by the necessity of producing data with a viscous ratio about an order of magnitude larger than $\chi = 1$ in order to approach the experimental value without undergoing numerical instabilities.

![Graph](image)

**Figure 5.27**: Numerical Ca vs Bo relation for different surface patterns: stripes, aligned squares (AL SQ), squares in the chessboard configuration (CB SQ), and triangles with chessboard symmetry (CB TR). a) viscous ratios $\chi = 20$ and b) $\chi = 1$.

The mean speed on the stripes and on the square chessboard is about 35% smaller than on the other patterns. Furthermore, the aligned squares produce the most slippery surface, confirming the experimental findings. In addition, for the triangular chessboard pattern the Bo$_c$ in the $\uparrow \downarrow$ direction is larger than that along $\downarrow \downarrow$ ($\Delta$Bo$_c \sim 0.05$). The Bo$_c$ of the aligned squares does not change appreciably with respect to the triangles. Instead, the Bo$_c$ of the stripes is larger than that of the triangles and squares. The slope $\Delta$Ca/$\Delta$Bo does not change appreciably (above Bo$_c$) for the four cases. This confirms that such a slope depends on the equilibrium contact angle $\theta$, which is the same in these cases ($f_1 = f_2 = 0.5$ and $\theta_1$, $\theta_2$ fixed). To test the validity of this argument against a change in the viscous ratio between the inner and outer drop regions, a series of numerical simulations has been performed by changing the dynamic viscosity of the outer phase for both triangles and stripes. The graph of Figure 5.27b shows the results calculated for a viscous ratio of $\chi = 1$. Again, Bo$_c$ is larger in the case of stripes than in the case of triangles whereas the slope $\Delta$Ca/$\Delta$Bo is the same above Bo$_c$. Moreover, for a viscous ratio of $\chi = 1$, the data on the triangles with chessboard symmetry display the same Ca versus Bo curve regardless of the drop direction, whereas for $\chi = 20$ there is a distinct difference in the corresponding Bo$_c$ values, as reported in figure 5.27a. This suggests that the observed anisotropy in the CB TR pattern is intimately connected to the dissipation at the contact line. For a drop sliding down a homogeneous surface with equilibrium contact angle $\theta$, a flow develops in the outer wedge angled by an angle $\pi - \theta$. Because the viscosities of the inner and outer phases are the same when $\chi =1$, the dissipation for a system composed of a drop forming an angle $\theta$ is then the same as that of a drop with an angle $\pi - \theta$. Therefore, for a viscous ratio of $\chi =1$, directions $\uparrow \downarrow$ and $\downarrow \downarrow$ become equivalent. These numerical findings are consistent with the experimental results presented in
The main quantitative difference concerns the value of $\text{Bo}_c$: the numerical value is much smaller than the experimental one. This is likely due to the reduced contact angle hysteresis in the numerical simulations because, at variance with the experimental data, the sliding on homogeneous surfaces in numerical simulations is by construction not affected by the hysteresis. From the numerical simulations we can therefore isolate the effect of the pattern by introducing a critical Bond number for the onset of motion, representing an increase in the static energetic barrier that must be overwhelmed by gravity before the drop starts to move.

§ 5.6. Comparison between the sliding on homogeneous and heterogeneous samples

To better understand the dependence of the curve $\text{Ca}$ vs. $\text{Bo}$ on the static wettability, we collected in the same plot in figure 5.28 the numerical data and the experimental results corresponding to the sliding on all the investigated samples, i.e. the homogeneous surfaces discussed in Chapter 4 and the heterogeneous samples formed by stripes, squares or triangles.

The numerical results with $\chi = 1$ do not show any appreciable variation of the slope $\Delta \text{Ca}/\Delta \text{Bo}$ with the equilibrium contact angle, indicating that the dissipation is unchanged at changing the equilibrium contact angle. For a drop sliding down a homogeneous surface with equilibrium contact angle $\theta$, a flow develops in the outer wedge angled by an angle $\pi - \theta$. Being the viscosity of the inner and outer phase the same, the dissipation for a system composed of a drop with equilibrium contact angle $\theta$ is therefore the same as that of a drop with equilibrium contact angle $\pi - \theta$. This symmetry in changing the outer fluid with the inner fluid is responsible for the independence of $\Delta \text{Ca}/\Delta \text{Bo}$ on the contact angle. Repeating the simulations with the heterogeneous cases, we obtain the same value of $\Delta \text{Ca}/\Delta \text{Bo}$, witnessing that the average dissipation for the patterned surfaces grows in a similar way at increasing...
the Bond number. To observe a variation of the slope with respect to a change in the equilibrium contact angle, we need to change the viscous ratio \( \chi \). Numerical results are shown for the case \( \chi = 20 \): the change in the slope that we achieve is not as large as the one that we get in the experiments, and the reason is probably because such viscous ratio is still smaller than the experimental values. Unfortunately, numerical simulations with very large \( \chi \) are quite unstable and technical improvements are needed to cure such numerical instabilities. At very large viscous ratio the dependence of the slope \( \Delta \text{Ca}/\Delta \text{Bo} \) as a function of the equilibrium contact angle \( \theta \) can be described by the scaling law (4.8), with \( c(\theta) \) calculated through the so called ‘wedge flow approximation’ [150, 152]: such scaling law is reported for comparison with the experimental and numerical data. Here we recall that the scaling of \( \Delta \text{Ca}/\Delta \text{Bo} \) encodes the general feature that smaller contact angles are associated with higher viscous dissipation, indeed the slope \( \Delta \text{Ca}/\Delta \text{Bo} \), being inversely proportional to the dissipation (see Chapter 4), clearly increases as the hydrophobicity of the surfaces increases. Overall, the agreement between the angular dependent prefactor of equation (4.8) and the experimental data are quite reasonable for all the investigated surfaces, including the heterogeneous one. This indicates that the effects of the heterogeneous patterning can be readabsorbed in a renormalized value of the \( \text{Bo}_c \), representing the increase of the static energetic barrier that must be overwhelmed by gravity before the drop starts to move, an observation that bears similarities with the results discussed in [163]. Furthermore, the numerical simulations provide evidence that the slope \( \Delta \text{Ca}/\Delta \text{Bo} \) is well parametrized by the equilibrium contact angle, either homogeneous or heterogeneous, even in situations where the outer phase has a non negligible viscosity with respect to the drop phase, although numerical points do not well overlap the theoretical curve (4.8) because of the low viscosity ratio \( \chi \).

§ 5.7. Conclusion

We have characterized both experimentally and numerically the motion of drops sliding on heterogeneous surfaces formed by domains having a large wettability contrast. For Bond numbers close to a critical Bond number, these drops undergo a characteristic nonlinear stick-slip motion whose average speed can be up to an order of magnitude smaller than that measured on a homogeneous surface having the same equilibrium contact angle. The slow down is the result of the pinning-depinning transition of the contact line which causes energy dissipation to be localized in time and large part of the driving energy to be stored in the periodic deformations of the contact line when crossing the stripes. We have quantified the change of dissipation inside the drop as a function of the increasing Bond number, by comparing the motion of the drops on heterogeneous patterns with those on homogeneous substrates: the main effects of the heterogeneous patterning can be readabsorbed in a renormalized value of the critical Bond number, representing the increase of the static energetic barrier that must be overcome by gravity before the drop starts to move. On the triangular patterns, an anisotropic behavior is found with drops sliding down faster when the tips of the glass hydrophilic triangles are pointing in the down-plane direction. The onset of drop motion is strongly affected by the shape and the spatial arrangement of the hydrophobic domains. Instead, in the dynamic regime, the slope \( \Delta \text{Ca}/\Delta \text{Bo} \) mainly depends on the static equilibrium contact angle and weakly on the actual surface pattern. Our findings suggest practical criteria to use the chemical pattern printed on the surface
to accurately tune the static and dynamic behavior of drops on surfaces. It is also worth to point out the essential role played by numerical simulations, which offer great flexibility in investigating a variety of load conditions and performing local measurements of capillary, viscous and body forces, otherwise impossible to obtain by experimental means. This would provide invaluable insights in the engineering of chemical patterns in open microfluidic devices.
Chapter 6

Drop motion through a chemical step

The sliding motion of a drop can be stopped by electro-wetting [267] or by sticky textures [49]. Also, drop trajectory can be deviated by means of chemically heterogeneous patterns [101, 268]. This chapter describes what happens when a drop sliding on a moderately hydrophilic surface meets a more hydrophobic region. Four distinct outcomes are possible: a) the drop is pinned at the step; b) the drop is deviated upon crossing the step; c) the drop moves along the chemical step and d) the drop starts deviating along the border but then stops after travelling a distance of 0.3-2 cm.

A brief introduction about techniques applied to affect drop sliding is given in Section 6.1. Section 6.2 reports the fabrication procedure and the characterization of samples formed by two chemically different regions. The experimental observations about drop interaction with the chemical step are the subject of Section 6.3. The corresponding numerical results obtained through Surface Evolver simulations are discussed in Section 6.4. Finally conclusions summarize this work (Section 6.5).
Drop motion through a chemical step
§ 6.1. Introduction

Different strategies have been devised in order to act on the sliding motion of a drop, including both passive and active methods. For instance, a drop moving very quickly on a superhydrophobic surface can suddenly stop when it enters a sticky hairy region [49]. A similar effect can be achieved by electro-wetting as described in [267], where the trapping of a drop running on a superhydrophobic inclined plate is found to depend on its initial velocity and the applied voltage. The trajectory followed by a drop on a superhydrophobic sample can also be deflected by patterning the surface with regions characterized by a different contact angle hysteresis [268]. According to this study, drop deflection increases with increasing the difference in $\Delta \theta$ across the junction and depends also on the angle between the junction line and the direction of drop motion. In addition, both the velocity variation and the direction of deflection are different whether the transition occurs from a region with higher hysteresis to one with lower hysteresis or vice versa. This work includes the analysis of drop deflection induced by a step or single and multiple stripes. Surfaces patterned with stripes have been considered also in [101]. In this case the chemically heterogeneous sample is formed by hydrophobic stripes of different wettability. The surface is overall moderately hydrophobic and the wettability contrast between two different stripes is small (the corresponding static contact angles differ by around 10°). Again, such pattern is effective in deflecting the motion trajectory: drops tend to deviate along the inclined lines instead of following the direction of gravity.

The aim of our work is to further investigate the behavior of a sliding drop on a chemically heterogeneous surface formed by two extended regions of different wettability. Such a system can be thought as a pattern of chemical stripes (see Chapter 5), in the limit where the period is much larger than the drop diameter. This choice avoids the complication of having multiple pinning sites in the front and the rear of the drop [101], and allows to investigate the interplay between contour deformation and global pinning, disentangling the interference between drop size and pattern period. In contrast to [49, 267, 268], we focus on a situation where drop dynamics is governed by viscous dissipation and where inertial effects are minimized in order to examine the role of capillary forces and contact line distortion in the interaction of a drop with a chemical step. This regime is the preferable choice to model the system through the Surface Evolver program providing a faithful description of the experiment even on a quantitative level.

§ 6.2. Production and characterization of a chemical step

For our study about the deviation of a sliding drop crossing a linear interface between two chemically homogeneous, hydrophobic surfaces the ideal wettability contrast of about 30°. Various methods have been explored to produce the patterned substrate. Next we briefly outline the most reliable procedure we devised. The substrate was a square slab in polycarbonate (PC) having a thickness of 5 mm and side of 5 cm. Half of the original protective cover was kept as a mask for the deposition from the vapor phase of a molecular layer of trichloro(1H, 1H, 2H, 2H-perfluorooctyl)silane (TFS). The removal of the cover produced two chemically distinct areas separated by a linear interface. The deposition of TFS did not affect the surface roughness, which was measured with a profilometer to be about 20 nm in both areas. The wettability properties of the two regions are summarized in table 6.1 which
reports the static $\theta$, advancing $\theta_A$ and receding $\theta_R$ contact angles of droplets having a volume of 1 $\mu$L. Differently from usual, in this case the liquid used for the measurements is not distilled water, but a glycerol/water 80% (w/w) solution, which is chosen for this experiment because of its high viscosity ($\sim 50-60$ cP), yielding a drop dynamics dominated by contact line friction so that inertial effects are negligible and the interaction of the drop with the chemical step is regulated by capillary forces and shape deformation.

Table 6.1 : Main parameters of the fluid used in this study. The concentration c is reported in w/w. Density, viscosity and surface tension are calculated from [269] for a temperature $T = 22^\circ C$ and are labelled with $\rho$, $\eta$ and $\sigma$ respectively. Static ($\theta$) and dynamic contact angles ($\theta_A$ and $\theta_R$) and contact angle hysteresis ($\Delta \theta$) refer to sessile droplets on the substrate listed in the last column.

<table>
<thead>
<tr>
<th>Fluid solution</th>
<th>$c$ (w/w)</th>
<th>$\rho$ (g/cm$^3$)</th>
<th>$\eta$ (mPa s)</th>
<th>$\sigma$ (mN/m)</th>
<th>$\theta$ (deg.)</th>
<th>$\theta_A$ (deg.)</th>
<th>$\theta_R$ (deg.)</th>
<th>$\Delta \theta$ (deg.)</th>
<th>Substrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>glycerol in water</td>
<td>80%</td>
<td>1.2</td>
<td>55</td>
<td>65</td>
<td>86±2</td>
<td>88±1</td>
<td>63±3</td>
<td>25±3</td>
<td>PC</td>
</tr>
<tr>
<td>glycerol in water</td>
<td>80%</td>
<td>1.2</td>
<td>55</td>
<td>65</td>
<td>117±2</td>
<td>118±2</td>
<td>64±4</td>
<td>54±4</td>
<td>silanized PC</td>
</tr>
</tbody>
</table>

Besides this wettability characterization, based on the sessile drop method (see Section 2.1), we observed the sliding on the two homogeneous surfaces to derive the Capillary ($Ca=\eta U/\sigma$, where $\eta$ and $\sigma$ are the viscosity and the surface tension of the fluid, respectively) vs Bond number ($Bo=\rho V^2/3 g \sin \alpha/\sigma$ where $\rho$ is the density of the liquid and $g$ the gravity acceleration) curve and the relation between the dynamic contact angles and the contact line velocity. The left graph of figure 6.1 reports the experimental values of Capillary number as a function of the Bond number for 40 $\mu$L drops. As discussed in Chapter 4, the scaling between $Ca$ and $Bo$ is almost linear and features a slope and a critical $Bo$ depending on $\theta$ and $\Delta \theta$ respectively. In particular, on PC both the slope and $Bo_c$ are lower than on the silane coating because both the static angle and the contact angle hysteresis are smaller, as listed in table 6.1. The typical velocities of the drop steadily sliding on both regions range between $v \sim 0.1 mm/s$ and $v \sim 10 mm/s$. Accordingly, the Reynolds number was always smaller than $\sim 1$, typical of a creeping motion, while the maximum capillary number was $\sim 0.01$, characteristic of an over-damped dynamics which can be well described by the Surface Evolver simulations (see section 1.6.2). The right graph in figure 6.1 shows the relation between advancing and receding dynamic contact angles and the corresponding velocity of the contact line (positive for the front contact point and negative for the rear contact point). The error related to evaluation of the contact angles (typically between 2$^\circ$ and 4$^\circ$) prevents to determine the precise exponent of the scaling between velocity and contact angle (see equation 1.48). Nevertheless, the threshold dynamic angles extrapolated from these data for $U = 0$ are compatible with the values measured by inflating and deflating a sessile drop (compare right graph in figure 6.1 and data in table 6.1). The experimental relation between velocity and contact angles is given as input to the Surface Evolver simulations to faithfully reproduce the behavior observed in the experiment (see Sections 1.6.2 and 6.4).
§ 6.3. Experimental results

For the study of drops interacting with a chemical step the setup described in Section 2.2 has been modified by introducing a manually rotating stage with a central hole allowing to change the inclination \( \varphi \) of the linear interface (more precisely, \( \varphi \) is defined as the angle between the in-plane component of gravity and the normal to the border delimiting the hydrophilic and hydrophobic regions). The stage is mounted on a motorized tilting support to incline the sample by the angle \( \alpha \), as sketched in figure 6.2.

The crossing of the chemical step is studied by depositing drops of known volume on the polycar-
bonate region tilted by a constant angle $\alpha$ and following with the camera their trajectories observed from the bottom view reflected by the mirror. For each $\alpha$, this procedure is repeated at different inclination angles $\varphi$, from $0^\circ$ to $80^\circ$. Four distinct scenarios are observed as depicted in figure 6.3: a) the drop is pinned at the step; b) the drop is deviated upon crossing the step; c) the drop moves along the chemical step and d) the drop starts deviating along the border but then stops after travelling a distance of 0.3-2 cm.

During the measurements, $\alpha$ was varied from $\sim 30^\circ$ to $\sim 50^\circ$ and $V = 40 \mu$L. Smaller $\alpha$ yielded drops pinned to the surface; vice versa, $\alpha > 50^\circ$ was not possible because it caused the run off of drops from the syringe needle during the infusion stage. In this way it was possible to map out a dynamical phase diagram as depicted in the right graph in figure 6.3. It shows the occurrence of the four regimes at different $\varphi$ and Bond number. At sufficiently high interface inclination $\varphi$, the drops were always found to slide along the interface. Instead, for $\varphi$ less than about $30^\circ$ and small Bo, the drop got pinned at the interface. Increasing Bo above about 1.3 caused the drop to cross the chemical step. Unexpectedly, the minimum Bo required for passing in the more hydrophobic region does not correspond to $\varphi = 0$, i.e. when the interface is orthogonal to the sliding direction, but an inclination $30^\circ < \varphi < 40^\circ$ promotes drop crossing.

To quantify the interaction of a passing drop with the chemical step, we measured the lateral distance $D$ separating the final trajectory from the incoming one as indicated in figure 6.3b. The left graph of figure 6.4 shows its variation with the product Bo $\cos \varphi$. A linear decrease is observed starting from an initial $D \sim 7$ mm.

We also evaluated the transition time $T$, defined as the time lapse between the instant when the front contact point touches the chemical step and the instant in which the rear contact point passes it, so that the drop is entirely on the hydrophobic region. The dependence of $T$ on the product Bo $\cos \varphi$ is reported in the right graph of figure 6.4 for different values of $\varphi$: for a fixed $\varphi$, $T$ decreases as the Bond number is increased.
§ 6.4. Numerical results

These experimental observations have been modelled through the simulations based on the Surface Evolver program described in Section 1.6.2. To match the experimental conditions, the input parameters adopted in the numerics are the same, i.e. the values related to the fluid listed in table 6.1 and the dependence between velocity and dynamic contact angles reported in figure 6.1, interpolated with a linear relation ($\beta=1$ in equation 1.48).

Similarly to the experiment, also the simulations detect the four possible dynamical behaviors described in figure 6.3. The graph in figure 6.5a compares experimental (symbols) and numerical (solid line) phase diagrams, displaying a good qualitative matching, even if the experimental pinning and crossing regions are respectively more and less extended than the corresponding numerical areas. Probably this discrepancies are due to defects of the interface which favour contact line pinning preventing contact line motion. However the key feature of the experimental diagram, i.e. the minimum of the crossing region corresponding to an inclination $\varphi$ different from $0^\circ$, is evinced also by simulations. In addition, simulations allows us to further investigate the morphology of the phase diagram by changing the input parameters (in particular $\Delta \theta$) using also values non accessible in an experiment. For instance, figure 6.5b reports the contour of the crossing region in presence ($\Delta \theta \neq 0^\circ$) and in absence of intrinsic hysteresis ($\Delta \theta = 0^\circ$). In absence of intrinsic hysteresis the Bo required to cross the step is well described by Bocos $\varphi$, that is the Bond perpendicular to the step. On the other hand, in presence of intrinsic hysteresis the shape of the curve is completely different and develops a minimum for $\varphi \neq 0^\circ$. This difference underlines and reveals the fundamental importance of the intrinsic hysteresis characterizing the substrates to faithfully describe and correctly explain the experimental observation.

In addition, simulations can provide the energy landscape of the system, as depicted in figure 6.6. Panels a-c report the footprints of a simulated drop at different values of $\varphi$ and show the deformation of the contour line due to the interaction with the chemical step, revealing again a good qualitative
agreement between the experiment and the numerical results. The corresponding plots d-f report the minimum force required to move the drop in terms of the Lagrange multiplier $\mu$ (see [85, 270] for more details). The value of such force is calculated at every position of the drop center of mass ($x$) for different inclinations $\phi$ and depends entirely on drop shape. When the drop meets the step, the force increases due to the chemical pinning. As $\phi$ increases, the force develops two peaks (see figures 6.6b and 6.6c) corresponding to the configurations marked in figures 6.6a and 6.6b: the first red peak is related to a partial penetration in the more hydrophobic region, while the second (blue) one is the force necessary for a complete transition in the hydrophobic area. As a consequence, if the Bo number is lower than the first peak, the drop gets pinned; if Bo is higher than the second peak, the drop crosses the interface; for Bo values ranging between the two peaks the drop initially slides, but later stops without passing in the hydrophobic region. The first red peak decreases as $\phi$ increases, disappearing when $\phi$ approaches $90^\circ$ and the drop moves parallel to the step. For high enough $\phi$, also the second blue peak disappears, as shown in figure 6.6f, but differently from the first peak, its value does not diminish: the second peak is asymptotically reached when $x$ tends to infinity, describing the infinite sliding along the chemical interface shown in figure 6.6c. Figure 6.6g collects several energy landscapes for different values of $\phi$, where the trend of the two peaks is indicated by a dashed line.
Figure 6.6: a)-c) Numerical footprints of drops interacting with a chemical step for different values of $\varphi$; d)-f) corresponding energy landscapes showing the minimum force required to move the drop in terms of the Lagrange multiplier $\mu$. The peaks refer to the configurations marked in panels a)-c). g) Summary of the energy landscapes computed for different values of $\varphi$, where the trend of the two peaks is indicated by a dashed line.
§ 6.5. Conclusion

In conclusion, we characterized the interaction of a highly viscous drop approaching a straight wettability step. To enhance the effect of the contact line distortion we oriented the chemical step with an arbitrary angle with respect to the direction of the in-plane body force, breaking the reflection symmetry. Four possible behaviors are observed by varying both the plane inclination and the inclination of the chemical interface: a) the drop gets pinned; b) the drop passes in the hydrophobic area; c) the drop deviates along the edge between the two regions, or d) the drop starts deviating along the border but then stops. The interesting morphology of the phase diagram including these dynamical regimes is related to the wettability properties of the two regions forming the surface and the complex shape of drop contact line meeting the step. Overall, our study demonstrates the fundamental role played by the intrinsic hysteresis present in the homogeneous portions of the substrate in determining the features of the dynamical regimes assumed by the drop. One of the major consequences is that, in order to precisely control drop motion by tuning the defect strength and geometry, the intrinsic hysteresis cannot be regarded as a minor correction and needs to be accounted in detail.
Chapter 7

Drops of non-Newtonian solutions

A large part of the fluids we experience in every-day life is non-Newtonian, i.e. has a complex response to shear stresses. The most common examples are toothpaste, shampoo, cosmetics, ketchup, mayonnaise, chocolate, paints... Despite the large diffusion of non-Newtonian fluids, the research about non-Newtonian drops on open surfaces is quite recent and needs further investigation. The sliding of non-Newtonian drops down homogeneous substrates is the topic of this chapter: Sections 7.1 and 7.2 define and describe non-Newtonian fluids, Section 7.3 deals with the polymeric solutions considered in our experiments and the corresponding sliding results are reported in Section 7.4. The main features and findings of numerical simulations are presented and compared with the experimental observation in Section 7.5. Finally the study about non-Newtonian sliding droplets is summarized in Section 7.6.
116 Drops of non-Newtonian solutions
§ 7.1. Non-Newtonian fluids

Non-Newtonian fluids [271] are complex fluids possessing mechanical properties intermediate between ordinary liquids and ordinary solids, usually having a non-linear relationship between stress and deformation. One of the fundamental feature discriminating between a solid and a liquid is the fact that liquids quickly assume the shape of their container, while solids maintain their shape indefinitely. Many complex fluids behave in a way intermediate between these two possibilities: they maintain their shape for a time and then eventually flow. Such fluids can be considered as solids at short times and liquids at long times and are defined as viscoelastic. The characteristic time required to change from solid to liquid behavior can vary from fractions of seconds to years, depending on the fluid. Non-Newtonian fluids with long relaxation times include polymer melts and solutions and micellar solutions. For some complex fluids the transition from solid-like to liquid-like (or the opposite one) can be induced by a modest deformation, as for polymeric gels, or by the application of electric or magnetic fields, as in the case of electrorheological and magnetorheological suspensions.

The rheological properties of a fluid, i.e. its response to external stresses, can be described through the stress tensor, defined as shown in figure 7.1a:

\[
\tau = \begin{pmatrix}
\tau_{1,1} & \tau_{1,2} & \tau_{1,3} \\
\tau_{2,1} & \tau_{2,2} & \tau_{2,3} \\
\tau_{3,1} & \tau_{3,2} & \tau_{3,3}
\end{pmatrix}
\]  

(7.1)

where the element \(\tau_{i,j}\) represents the stress (force per unit area) acting in the i-direction on the plane with a normal oriented in the j-direction. In an incompressible and isotropic system this tensor is symmetrical.

For a Newtonian liquid all the diagonal elements are equal; on the contrary, non-Newtonian fluids can have different diagonal elements \(\tau_{i,i}\) and the corresponding differences are defined as first normal stress difference \(N_1 = \tau_{1,1} - \tau_{2,2}\) and second normal stress difference \(N_2 = \tau_{2,2} - \tau_{3,3}\). Fluids where the normal stress differences are not negligible are viscoelastic fluids reacting with a normal deformation to a shear stress. For instance, in a parallel plate rheometer the fluid tends to expand perpendicularly to the plates when a shear stress is applied by rotating one plate; similarly, a rod rotating inside the
complex fluid as shown in figure 7.2 makes the fluid climb up, while in the corresponding newtonian case the fluid moves away because of inertial forces. Examples of viscoelastic fluids featuring important normal stress difference effects are toothpaste, gelatine, the earth’s mantle, blood clots, wormlike micellar fluids, amorphous polymers, semicrystalline polymers, biopolymers, solutions with elastic polymers, metals at very high temperatures and bitumen materials.

Figure 7.2: Rod climbing (Weissenberg effect). (a) In Newtonian fluids, centrifugal forces generated by the rotation push the fluid away from the rod. (b) In non-Newtonian fluids, normal forces are stronger than centrifugal forces and drive the fluid inward toward the rod.

Another important rheological parameter is viscosity ($\eta$), which is related to shear stress $\tau_{1,2}$ and shear rate $\dot{\gamma}$ (see figure 7.1b) by the formula:

$$\tau_{1,2} = \eta \dot{\gamma}. \quad (7.2)$$

For a Newtonian fluid the viscosity is a constant value depending heavily on temperature and inner molecular structure, i. e. the strength of links and interactions between neighbouring molecules (see figure 7.3). On the other hand, for a non-Newtonian fluid the viscosity often depends on the external forces acting on the fluid. Indeed, the vast majority of non-Newtonian fluids is classified according to the behavior of viscosity which can be evinced by the graphs in figure 7.3.

- the straight line corresponds to a constant viscosity, i. e. a linear relation between shear stress and shear rate, as for Newtonian fluids or non-Newtonian fluids exhibiting normal stress effects (Boger fluids);
- shear thickening (dilatant) fluids have a viscosity increasing with the shear rate and include, for instance, Silly Putty (made of silicone oil and boric acid), suspensions of corn starch in water or sand in water;
• shear thinning (pseudoplastic) fluids have a viscosity decreasing with the shear rate and are much more common. Such a behavior characterizes, for example, ketchup, whipped cream, blood, paint, nail polish, many polymer solutions and molten polymers.

![Rheological curves](image)

Figure 7.3: Sketch of rheological curves for Newtonian, shear thinning and shear thickening fluids: a) shear stress vs shear rate dependence and b) corresponding viscosity trend as a function of shear rate. A Newtonian fluid has a constant viscosity, while for a shear thickening/thinning fluid the viscosity increases/decreases with the shear rate.

These are the main categories of complex fluids, however there is a huge variety of fluids with different rheological properties. For fluids exhibiting other non-Newtonian behaviors we refer to [271].

§ 7.2. Polymer solutions

Polymer solutions [272] feature non-Newtonian behaviors depending on the mechanical and elastic properties of polymeric chains and on polymer concentration. Polymers in a solution can be thought as random coiled chains interacting in three possible regimes according to the concentration of the solution, as shown in figure 7.4:

(a) in dilute solutions, polymer chains are well separated and behave more or less independently, interacting mainly with the solvent molecules;

(b) in semidilute solutions, the spheres including the coiled polymers are packed and chains are overlapped and entangled. Their mobility is greatly reduced compared with the chains in dilute solutions;

(c) at a higher concentration, in the concentrated regime, each segment of the polymer chain does not have a sufficient space available and a complex network of entangled polymer chains is formed.

Typically, for a polymer of a sufficiently high molecular weight (from $\sim 10^5$ g mol$^{-1}$), the semidilute regime covers a broad range of concentrations, with different degrees of overlapping, as depicted in figure 7.4.

The classification of these concentration regimes is based on the definition of the overlap concentration $c^*$, corresponding to the configuration where the spheres including the polymers touch each other and occupy the whole volume of the solution in a packed arrangement:
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Figure 7.4: Concentration regimes for polymer solutions: a) dilute; b) semidilute and c) concentrated. The overlap concentration delimiting the dilute phase is \( c^* \) and the critical concentration \( c^{**} \) marks the boundary between semidilute and concentrated regimes.

\[
c^* = \frac{1}{4\pi} \frac{M_w}{N_A} \frac{R_g}{3}
\]

where \( M_w/N_A \) is the mass of each chain, with \( N_A \) being the Avogadro number and \( R_g \) is the radius of gyration giving the size of the sphere including the polymer chain. The overlap concentration represents the limit between dilute and semidilute regime. The transition from semidilute to concentrated solutions occurs for a concentration \( c^{**} \) corresponding to a volume fraction of the polymer ranging between 0.2 and 0.3 (see figure 7.4).

§ 7.3. Chemical and physical properties of polymeric aqueous solutions

We have investigated aqueous solutions of two different polymers: i) Xanthan (molecular weight, \( M_w \sim 10^6 \text{ g mol}^{-1} \), Sigma Aldrich), a stiff rodlike polysaccaride depicted in figure 7.5a and ii) polyacrylamide (PAA, \( M_w \sim 5 \sim 6 \times 10^6 \text{ g mol}^{-1} \), Sigma Aldrich), a flexible polymer shown in figure 7.5b.

Figure 7.5: Fundamental units forming the polymers considered in our study: a) Xanthan and b) polyacrylamide (PAA).

The solvent is distilled water and was chosen also as the reference Newtonian fluid. Since the overlap concentration \( c^* \) is 70 ppm (w/w) and 400 ppm (w/w) for Xanthan and PAA respectively [273], our solutions have concentrations ranging in the dilute or semi-dilute regime [273–275], as listed in
Table 7.1: Viscosity parameters for the non-Newtonian Xanthan and PAA solutions: $a$ and $b$ are the parameters fitting the rheological data described by the power law $\eta_{\text{xan}}(\dot{\gamma}) = a \dot{\gamma}^b$; $\eta_{\text{os}}$ is the direct measurement performed with an Ostwald viscometer.

<table>
<thead>
<tr>
<th>Liquid</th>
<th>Concentration (ppm w/w)</th>
<th>$a$</th>
<th>$b$</th>
<th>$\eta_{\text{os}}$ (mPa s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xanthan/water</td>
<td>400</td>
<td>33</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>Xanthan/water</td>
<td>800</td>
<td>76</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>Xanthan/water</td>
<td>1500</td>
<td>310</td>
<td>0.61</td>
<td></td>
</tr>
<tr>
<td>Xanthan/water</td>
<td>2500</td>
<td>990</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>PAA/water</td>
<td>250</td>
<td></td>
<td>1.09±0.03</td>
<td></td>
</tr>
<tr>
<td>PAA/water</td>
<td>1500</td>
<td></td>
<td>2.09±0.06</td>
<td></td>
</tr>
<tr>
<td>PAA/water</td>
<td>2500</td>
<td></td>
<td>4.0±0.1</td>
<td></td>
</tr>
<tr>
<td>PAA/water</td>
<td>5000</td>
<td></td>
<td>9.1±0.3</td>
<td></td>
</tr>
<tr>
<td>PAA/water</td>
<td>10000</td>
<td></td>
<td>77±2</td>
<td></td>
</tr>
</tbody>
</table>

Due to the different mechanical and elastic properties of the polymeric chains, Xanthan and PAA solutions exhibit different rheological non-Newtonian behaviors. In particular, Xanthan solutions are mainly characterized by a shear-dependent viscosity [273, 276–285], but also normal stress effects have been reported, particularly at high enough (~1000 ppm) concentrations [276–280]. On the other hand, in some works [273, 274, 281, 283], where the behavior of Xanthan solutions was compared to other polymeric solutions (e.g., polyacrylamide), normal stresses were claimed to be negligible if compared to the strong shear rate dependence of the viscosity. Indeed, PAA solutions feature pronounced normal stress difference effects [273, 274, 279, 281, 285–289], while the viscosity varies weakly with the shear rate. Again, for high enough concentrations both normal stress effects and shear thinning are present. However, we would like to remark the different origin of the elastic behavior of the solutions formed by these two polymers: for PAA it is related to the intrinsic elasticity of the polymer chain, whereas for Xanthan it is due to particle interaction and entanglement.

We characterized the rheological behavior of our solutions through a parallel plate rheometer (Advanced Rheometric Expansion System ARES, TA instruments) equipped with two 50 mm diameter disks. In the case of PAA/water solutions we measured the viscosity also with an Ostwald and a cup&bob (DV-II+PRO, Brookfield) viscometer because the viscosity of low concentrated solutions was out of the range accessible by the parallel plate rheometer.

As shown in figure 7.6a, the viscosity of Xanthan solutions varies with the shear rate $\dot{\gamma}$ according to the power law

$$\eta_{\text{xan}}(\dot{\gamma}) = a\dot{\gamma}^b$$

with $a$ and $b$ dependent on the concentration, as listed in table 7.1 (see also [273]). For PAA solutions with concentration up to 2500 ppm the viscosity actually does not depend on the shear rate, in agreement with [273, 286], and the corresponding value measured with the Ostwald viscometer ($\eta_{\text{os}}$) is reported in table 7.1. At higher concentrations, $\eta$ slightly varies with $\dot{\gamma}$ and the decrease is much smaller than that observed with Xanthan solutions. This weak shear thinning effect is shown in figure 7.6a for a 10000 ppm solution: the viscosity is compatible with $\eta_{\text{os}}$ for small shear
rate ($\approx 1\text{-}10 \text{ s}^{-1}$) and then decreases. The dark blue continuous line is a second order polynomial fit to the data.

Figure 7.6: Examples of rheological characterization of Xanthan and PAA solutions. a) Viscosity vs shear rate curves: Xanthan data follow a power law ($\eta_{\text{xan}}(\dot{\gamma}) = a\dot{\gamma}^{-b}$, with $a$ and $b$ dependent on the concentration as reported in table 7.1); on the other hand PAA solutions exhibit a much slighter shear thinning which can be described with a parabolic fit in the log-log plot of the 10000 ppm data (less concentrated solutions feature an even weaker thinning). For comparison we also report $\eta_{\text{os}}$, the viscosity measured for a single fixed shear rate with an Ostwald viscometer. b) $N_1$ vs $\dot{\gamma}$ measurement: 1500 and 2500 ppm Xanthan solutions show non negligible elastic effects in agreement with data [276, 279, 283]; PAA/water solutions reach higher values of $N_1$, confirming the viscoelastic nature reported in literature [273, 274, 279, 281, 285–289].

Figure 7.6b reports some examples of first normal stress difference curves. Our measurement about the 1500 and 2500 ppm Xanthan solutions indicates the presence of a measurable $N_1$ in agreement with [276, 279], which investigate the rheology of Xanthan solutions of similar concentrations (see figure 7.6b). Values related to lower concentrations were found to be smaller, actually negligible below 1000 ppm [283], and also a bit more scattered than data at higher concentrations because near to the sensitivity limit of the instrument. On the other hand, solutions feature higher values of $N_1$, typical of viscoelastic fluids, confirming the behavior observed in many literature works [273, 274, 279, 281, 285–289].

The wetting properties of our polymer solutions have been analyzed through the sessile drop method with the experimental apparatus described in 2.1. The substrate chosen for all the measurements is a homogeneous, polycarbonate (PC) plate characterized by a static contact angle $\theta$ close to $90^\circ$ and dynamic contact angles similar for all solutions, as reported in table 7.2. The comparison between contact angles of water and polymer solutions hints that the surface tension of such solutions is similar to water, as reported also in literature [273].
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Table 7.2: Static (θ), advancing (θₐ), receding (θᵣ) contact angles and contact angle hysteresis (Δ θ) of all the investigated solutions on a homogeneous PC sample.

<table>
<thead>
<tr>
<th>Liquid</th>
<th>Concentration (ppm w/w)</th>
<th>θ</th>
<th>θₐ</th>
<th>θᵣ</th>
<th>Δ θ</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td></td>
<td>81±3</td>
<td>91±2</td>
<td>66±3</td>
<td>25±4</td>
</tr>
<tr>
<td>Xanthan/water</td>
<td>400</td>
<td>86±2</td>
<td>89±2</td>
<td>64±2</td>
<td>24±3</td>
</tr>
<tr>
<td>Xanthan/water</td>
<td>800</td>
<td>87±2</td>
<td>92±2</td>
<td>67±3</td>
<td>26±3</td>
</tr>
<tr>
<td>Xanthan/water</td>
<td>1500</td>
<td>89±1</td>
<td>91±1</td>
<td>66±1</td>
<td>25±2</td>
</tr>
<tr>
<td>Xanthan/water</td>
<td>2500</td>
<td>87±3</td>
<td>89±1</td>
<td>63±2</td>
<td>25±2</td>
</tr>
<tr>
<td>PAA/water</td>
<td>250</td>
<td>87±2</td>
<td>92±1</td>
<td>68±2</td>
<td>24±3</td>
</tr>
<tr>
<td>PAA/water</td>
<td>1500</td>
<td>87±2</td>
<td>92±2</td>
<td>65±2</td>
<td>27±3</td>
</tr>
<tr>
<td>PAA/water</td>
<td>2500</td>
<td>82±5</td>
<td>89±2</td>
<td>60±4</td>
<td>29±4</td>
</tr>
<tr>
<td>PAA/water</td>
<td>5000</td>
<td>89±3</td>
<td>91±4</td>
<td>61±2</td>
<td>29±4</td>
</tr>
<tr>
<td>PAA/water</td>
<td>10000</td>
<td>86±1</td>
<td>87±2</td>
<td>57±4</td>
<td>31±4</td>
</tr>
</tbody>
</table>

§ 7.4. Non-Newtonian sliding drops

Sliding measurements of 30 µL droplets have been performed by means of the experimental setup described in Section 2.2. The main experimental results, consisting in the dependence of the stationary droplet velocity U on the inclination angle α of the PC surface, are shown in figures 7.7a and 7.8a for Xanthan and PAA solutions, respectively. In both cases, by comparing the results of the polymeric solutions with those of water, we observe a decrease of U as the polymer concentration increases due to the higher viscosity of the more concentrated solutions, which results in a smaller steady velocity at a fixed driving force [130,132,152,290]. As a consequence, in order to better compare the behavior of the different liquids, the data are plotted in terms of Capillary (Ca=ηU/σ, where η and σ are the viscosity and the surface tension of the fluid, respectively) versus Bond number (Bo=ρV²/3g sin α/σ where ρ is the density of the liquid and g the gravity acceleration).

The computation of the Ca number for non-Newtonian solutions requires the evaluation of the viscosity corresponding to the sliding velocity U. Since the rheological measurements of these solutions relate the viscosity to the shear rate, we have devised the following method to convert the data in viscosity versus U. We define an effective viscosity η_eff such that the non-Newtonian data overlap the trend of the Newtonian points (i.e. water) in the Ca vs. Bo − Bo_c curve:

\[ \eta_{eff} = \frac{\sigma (m (Bo - Bo_c) + q)}{U} \] (7.4)

where m and q are the slope and the intercept of the straight line fitting the water data plotted in figure 7.7c. Two examples of the resulting η_eff are reported in figure 7.7b as a function of U for the 800 and 2500 ppm Xanthan solutions: the viscosity decreases as the velocity increases (with a trend typical of the shear thinning behavior), with some noise at the highest velocities reached by the droplet, particularly significant for the 2500 ppm solution, as shown in the inset. We then fit the η_eff data at low velocity according to the formula

\[ \eta_{xan}(U) = a \left( \frac{U}{\lambda} \right)^{-b} \]
where \(a\) and \(b\) are the parameters reported in table 7.1 and \(\lambda\) is a characteristic length to be considered as the free parameter of the fit represented by a dashed line in figure 7.7b. In other words, we assume that non-Newtonian effects other than shear thinning be small at low \(U\). The viscosity \(\eta_{eff}\) in equation (7.4) is then used to calculate the \(Ca\) for the Xanthan droplets and the corresponding values are plotted as a function of \(Bo - Bo_c\) in figure 7.7c. Remarkably, a constant value of \(\lambda\) (\(\sim 10 \mu m\)) for all the Xanthan concentrations investigated, allows to obtain a good collapse of the non-Newtonian data on the Newtonian ones for small \(Bo\). The scale \(\lambda\) can be thought of as defining an effective gradient \(U/\lambda\) which is “representative” for viscous dissipation inside the droplet. Such a scale is indeed smaller than the macroscopic length scale (i.e. the capillary length) of the order of 1 mm and larger than the microscopic length (i.e. the slip length) ranging from 1 to \(10^2 \text{ nm}\) [291]. However, at larger \(Bo - Bo_c\), non-Newtonian data systematically deviate from the reference Newtonian data, and even a plateau appears at the largest concentrations considered. We think there may be different reasons for these deviations. First, the characteristic scale \(\lambda\) may not be constant as a function of the velocity: the non constancy of the viscosity inside the droplet may well induce a variation of \(\lambda\) for larger velocities, with \(\lambda\) being an increasing function of the velocity. To shed some lights on this issue, we have carried out some numerical simulations with a power-law fluid and we have not found evidences of this velocity dependence in the characteristic scale \(\lambda\). These results are described in section 7.5.1. We could, instead, relate the deviations from non-Newtonian data to the presence of normal stresses inside the droplet, which are more important at high shear rates [276–280, 285], i.e. at high velocities and \(Bo\), while it is weaker at small inclinations where the behavior is similar to a Newtonian fluid. With the measured velocities and the used values for \(\lambda\) (10 \(\mu m\)), we indeed obtain \(\dot{\gamma}_{eff} \sim 10^2 - 10^3 \text{ s}^{-1}\) for the largest velocities of the more concentrated Xanthan solutions analyzed. This itself points to a representative value for the shear rate at which measured normal stresses are different from zero [276–280, 285], as shown in figure 7.6b. An elastic non-viscous effect has been observed also in the flow of Xanthan solutions through a porous medium and has been ascribed to the presence of normal stresses [277].

![Figure 7.7](image-url)

**Figure 7.7**: a) Velocity of 30 \(\mu L\) droplets sliding down the homogeneous plane (PC) inclined by different angles \(\alpha\) for water and Xanthan/water solutions. b) Viscosity evaluation as a function of droplet velocity for the 800 ppm Xanthan solution and 2500 ppm in the inset. Both the effective viscosity \(\eta_{eff}\) (obtained through the comparison with the Newtonian data) and the shear thinning viscosity (\(\eta_{xan} = a (U/\lambda)^{-b}\)) are plotted (see text for details). c) Dimensionless \(Ca\) vs. \(Bo - Bo_c\) trend for water and Xanthan/water solutions with a \(Ca\) number calculated through the values of \(\eta_{xan}\).

To better analyze the deviation from linearity of the \(Ca\) vs. \(Bo - Bo_c\) curve we have decided to
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perform a new series of sliding measurements with PAA solutions, which are characterized mainly by normal stress difference effects and by a viscosity only slightly dependent on the shear rate \[273, 286\] as discussed in section 7.3. They are therefore good candidates to investigate whether the deviation from the linearity of the Ca vs. Bo – Bo_c curve can be attributed to the presence of normal stresses, as argued in the analysis of the Xanthan solutions.

![Figure 7.8](image)

Figure 7.8: a) Velocity of 30 µL droplets sliding down the homogeneous plane (PC) inclined by different angles \(\alpha\) for water and PAA/water solutions. b) Viscosity evaluation as a function of \(U\) for the 10000 ppm PAA solution: i) The effective viscosity \(\eta_{\text{eff}}\) (open squares) is calculated through Eq. \[7.4\]; ii) \(\eta_\text{os}\) (filled star) is the value measured for a single fixed shear rate with an Ostwald viscometer; iii) \(\eta_{\text{PAA}}(U)\) (dashed line) is the fit to the experimental data obtained from the rheological measurement. c) Dimensionless Ca vs. Bo – Bo_c trend for water and PAA/water solutions. The viscosity used to calculate the Ca number is \(\eta_\text{os}\). Inset: Ca vs. Bo – Bo_c trend for the 10000 ppm PAA solution, with a Ca number calculated through \(\eta_\text{os}\) (open symbols) and \(\eta_{\text{PAA}}\) (filled symbols).

Again, to determine the effective Ca number we need to know the fluid viscosity as a function of \(U\). As before, we calculate \(\eta_{\text{eff}}\) assuming the PAA data overlap the trend of the water points in the Ca vs. Bo – Bo_c curve. The results are plotted in figure 7.8 for the 10000 ppm solution. At low velocity they are almost constant and are in good agreement with the measurement obtained with the Ostwald viscometer, a further hint of the validity of the method devised to compute the viscosity of non-Newtonian sliding droplets. At higher \(U\), \(\eta_{\text{eff}}\) increases and becomes noisy, probably because viscoelasticity starts being important. In addition, we plotted in the same graph the function \(\eta_{\text{PAA}}(U/\lambda)\) calculated from the parabolic fit of the data reported in figure 7.6, with a free parameter \(\lambda\) determined by matching \(\eta_{\text{PAA}}(U)\) and \(\eta_{\text{eff}}\) at low velocity \((U \leq 1 \text{ mm/s})\). Again the length \(\lambda\) results to be of the same order as that computed for Xanthan solutions. Given the weak dependence of \(\eta_{\text{eff}}\) on \(U\), to determine the Ca number we have assumed the constant value of viscosity \(\eta_\text{os}\) reported in table 7.1. The results are plotted in the bottom plate of Figure 7.8. Similarly to Xanthan solutions, PAA points corresponding to low inclinations follow the Newtonian linear trend, while at higher Bo – Bo_c the Ca number stops increasing linearly and shows a sublinear behavior, with a saturation in the Ca number at larger concentrations. Correspondingly, \(\eta_{\text{eff}}\) starts increasing at high inclination to yield the observed velocity saturation (see figure 7.8b). At variance with Xanthan solutions (shear thinning), where the Ca vs. Bo – Bo_c plateau decreases as the polymer concentration is increased, PAA data collapse on the same curve, regardless of the polymer concentration. We point out that this analysis does not include shear thinning effects. Actually, if for the calculation of the Ca number we use the viscosity \(\eta_{\text{PAA}}(U)\) deduced by our rheological measurements, the resulting curves will display a more pronounced plateau for the 5000 and 10000 ppm PAA solutions (see the inset in figure 7.8c),
while those at lower concentration would be barely affected.

§ 7.5. Lattice Boltzmann simulations and discussion

This section gives some details about the implementation of the lattice Boltzmann model (see Section 1.6.1), adjust for the description of a pure shear thinning fluid (Section 7.5.1) and a normal stress fluid with constant viscosity similar to a Boger fluid (Section 7.5.2) in order to disentangle and understand the role played by these different non-Newtonian effects in the problem of a sliding drop.

§ 7.5.1. Shear Thinning Fluid

The numerical method, based on LBM, offers a unique advantage to simulate a shear thinning fluid, being able to integrate simultaneously the non-trivial interface dynamics (due to the diffuse interface nature of the method) and the non-Newtonian nature of the bulk phases, by making the relaxation times in LBM dependent on the local shear properties [292]. The equations solved in the outer (o) and droplet (d) phases are the NS equations

\[ \rho_{o,d} \left[ \partial_t \mathbf{u}_{o,d} + (\mathbf{u}_{o,d} \cdot \nabla) \mathbf{u}_{o,d} \right] = -\nabla P_{o,d} + \nabla \left( \eta_{o,d} (\nabla \mathbf{u}_{o,d} + (\nabla \mathbf{u}_{o,d})^T) \right) . \]  

(7.5)

Here, \( \mathbf{u}_{o,d} \) and \( \eta_{o,d} \) are the velocity and the dynamic viscosity of the outer and droplet phase, respectively. The corresponding densities and pressures are indicated with \( \rho_{o,d} \) and \( P_{o,d} \), while \( (\nabla \mathbf{u}_{o,d})^T \) indicates the transpose of \( (\nabla \mathbf{u}_{o,d}) \).

As plotted in Figure 7.9, the viscosity in the droplet phase is chosen to be

\[ \eta_{d}(\dot{\gamma}) = \begin{cases} \eta_0 + a\dot{\gamma}^{-b} & \dot{\gamma} \leq \dot{\gamma}_0 \\ \eta_0 + a\dot{\gamma}^{-b} & \dot{\gamma} > \dot{\gamma}_0 \end{cases} \]  

(7.6)

where \( a = 0.01 \) (lbu, lattice Boltzmann units) and where the cut-off shear rate \( \dot{\gamma}_0 = 10^{-5} \) lbu is introduced to prevent a divergence of the viscosity at small shear rates. The background viscosity

Figure 7.9: Viscosity of the power-law fluid used in the numerical simulations. The exponent \( b \) regulates the degree of thinning. On average, dissipation is larger at increasing \( b \), in qualitative agreement with the behavior of the viscosity of Xanthan solutions at changing the polymer concentration.
\( \eta_0 = 0.07 \) is chosen to avoid a zero viscosity in the high shear rate limit, which would cause numerical instabilities. For all practical purposes, in the range of shear rates relevant for our problem (see figure 7.9), we are actually simulating a power-law fluid. In the outer matrix phase the viscosity is kept constant to \( \eta_0 = 0.07 \) so that the viscous ratio between the droplet and the outer phase ranges in the interval \([1 - 10]\) for the results presented.

In figure 7.10 we report the stationary velocity measurement for 3 cases: a Newtonian case \((b = 0)\) and two viscoelastic cases with \(b = 0.2\) and \(b = 0.4\). Consistently with the fact that the viscosity chosen \((7.6)\) produces a more viscous fluid at increasing \(b\), the stationary droplet velocity is smaller at increasing the thinning exponent. However, by following the same procedure explained for the experimental data, once we tune the scale \(\lambda\) to achieve good collapse on the Newtonian data for small velocities, a very good collapse is obtained also for higher Ca, as shown in figure 7.10b. This surely indicates robustness in this “practical” procedure. It is true that some tiny deviations emerge for the largest Ca, but they are really very small and surely not at all reminiscent of the plateau behavior observed for the experimental data on Xanthan.

\[ \text{Figure 7.10 : a) Stationary velocity for sliding droplets at changing the thinning exponent } b \text{ in (7.6). b) Rescaled data based on the lengthscale } \lambda = 0.3 \text{ (lbu) in the definition of the shear rate } \dot{\gamma} = U/\lambda \text{ used in the viscosity to identify the “effective” viscosity of the thinning fluid. The rescaling is chosen in such a way that the non-Newtonian data overlap the Newtonian data for small Bond numbers. Good collapse is also found at larger Bond number.} \]

\[ \text{§ 7.5.2. Normal Stress Fluid} \]

The simulations implemented to introduce normal stresses in the droplet phase, are based on the FENE-P constitutive model, obtained via a pre-averaging approximation applied to a suspension of non-interacting Finitely Extensible Nonlinear Elastic (FENE) dumbbells. This is well-adapted for dilute (and semidilute) polymeric solutions and was previously used to analyze filament thinning of polymeric fluids in macroscopic experiments \([293, 294]\) and droplet breakup processes in microchannels \([286]\). FENE-P fluids exhibit normal stress effects with a quadratic dependence on the shear rate. Even if such dependence on the shear rate well describes the behavior of PAA solutions, but contrasts with the sub-linear scaling law found for rigid polysaccharide solutions like Xanthan \([280]\), we rather use
this numerical model to “generically” highlight the effect of Normal Stresses. The algorithm we use is based on a hybrid combination of LBM with finite difference schemes, as detailed in [295,296]. The equations that we solve in the droplet phase are the Navier-Stokes (NS) equations coupled to the FENE-P constitutive equations

\[\rho_d \partial_t u_d + (u_d \cdot \nabla) u_d = -\nabla P_d + \nabla \left( \eta_d (\nabla u_d + (\nabla u_d)^T) \right) + \frac{\eta_P}{\tau_P} \nabla \cdot \left[ f(r_P) C \right]. \quad (7.7)\]

\[\partial_t C + (u_d \cdot \nabla) C = C \cdot (\nabla u_d) + (\nabla u_d)^T \cdot C - \frac{f(r_P) C - I}{\tau_P}. \quad (7.8)\]

where \( \eta_P \) is the viscosity parameter for the FENE-P solute, \( \tau_P \) the polymer relaxation time, \( C \) the polymer-conformation tensor, \( I \) the identity tensor, \( f(r_P) \equiv (L^2 - 3)/(L^2 - r_P^2) \) the FENE-P potential that ensures finite extensibility, \( r_P \equiv \sqrt{Tr(C)} \) and \( L \) is the maximum possible extension of the polymers [297,298]. In the outer phase we just consider the NS equations with viscosity \( \eta_P + \eta_d \), i.e. with the same shear viscosity as the droplet phase. The chosen value of \( L^2 \) is so large that the system only displays very weak thinning effects, while possessing normal stresses increasing with the squared shear rate (see figure 7.11). The value of the polymer relaxation time \( \tau_P \) is chosen in such a way that the range of sliding velocity produces shear rate in the wedge which are of the order of magnitude of \( \tau_P^{-1} \). We expect that this choice allows us to appreciate the effects of the normal stresses on the Capillary-Bond curve. Further details on the algorithm used can be found in [295,296].
play to balance the work done by the external driving. The numerical simulations show that normal stresses provide an additional driving and accelerate the flow near the contact line [273], and the effect does so more strongly as the shear rate is increased. Parts closest to the rear wedge move faster and there the polymer feedback stress is enhanced to provide a counter force against sliding. This is the key mechanism explaining the observed drop slowing down.

![Figure 7.12: Capillary vs. Bond number curve for viscoelastic fluid with rheological properties described in figure 7.11. The concentration $\eta_p/\eta_{TOT} = \eta_p/(\eta_d + \eta_P)$ is varied from 0.01 to 0.14.](image)

§ 7.6. Conclusion

We have investigated non-Newtonian droplets made of polymers in water solutions, sliding on a homogeneous inclined surface. In particular, we considered i) shear thinning solutions of Xanthan, a stiff rodlike polysaccharide and ii) solutions of polyacrylamide (PAA), a flexible polymer, exhibiting normal stress difference effects. Polymer solutions feature concentrations ranging in the dilute or semi-dilute regime. The sliding of non-Newtonian droplets was systematically compared to the one of water through the relation between the $Ca$ number (i.e. the dimensionless velocity) and the $Bo$ number (i.e. the dimensionless volume force), as the driving force is changed by varying the plane inclination. The usual linear behavior of Newtonian solutions is found to well adapt to the non-Newtonian solutions only up to a given $Bo$ number, above which deviations emerge, as the linear behavior is first replaced by a sublinear behavior (small concentrations) and then by a more visible plateau exhibiting a saturation in the $Ca$ number. By properly rescaling the data, we argued that these effects can be mainly attributed to the presence of normal stress differences in the polymeric solutions. The experimental findings have been complemented with numerical simulations of an “idealized” two-dimensional droplet modelled as a shear thinning fluid or as a dilute polymeric solution of non interacting Finitely Extensible Nonlinear Elastic dumbbells (FENE-P model). Such a numerical study allowed to highlight the emergence of the observed experimental behaviors ascribing the reduction of sliding velocity to the presence of normal stress differences inside the drop. Simulations also validate the empirical method devised to analyze data about shear thinning fluids.
Chapter 8

Drop motion induced by acoustic vibrations

An active way to control drop motion on open surfaces relies on the application of vibrations to the substrate. The advantage of using acoustic waves with respect to the electro-wetting technique is the possibility to handle any kind of liquids, in particular not only polar fluids, thanks to the coupling with the liquid inertia. A net motion of the drop can be achieved through a combination of vertical (pumping mode) and horizontal (rocking mode) surface oscillations, for instance by using two independent orthogonal shakers [112] or by applying vibrations obliquely to the substrate, e.g. vertical vibrations to an inclined plane [113]. In the former case the direction of drop motion has been found to depend on the phase shift between the two vibrations. In the latter case, the drop can be pinned, slide down or climb up according to the amplitude and frequency of oscillation.

In this chapter we first give an overview about drops on oscillating substrates (Section 8.1), then we describe the details of our experiments and the corresponding results about droplets on inclined surfaces subject to vertical vibrations (Sections 8.2 and 8.3 respectively). This work has been complemented with 2D simulations performed by prof. Casciola’s group (Sections 8.4 and 8.5). Finally the main observations and results are reported in the conclusion (Section 8.6).
Drop motion induced by acoustic vibrations
§ 8.1. Drops on oscillating surfaces

The following section describes the behavior of drops subject to different kinds of acoustic vibrations of the substrate: vertical and horizontal oscillations of a horizontal surface (Subsections 8.1.1 and 8.1.2 respectively) and combinations of such modes on horizontal or inclined substrates (Subsection 8.1.3).

§ 8.1.1. Vertical oscillations: pumping mode

A sessile drop placed on a vertically oscillating substrate is subject to a periodic acceleration:

\[ a(t) = (2\pi f)^2 x_0 \cos(2\pi ft), \]  

(8.1)

where \( f \) and \( x_0 \) are frequency and maximum amplitude of oscillation, respectively. Such vibrations can induce deformations of the drop interface in two different regimes: 1) with the contact line completely pinned, typically at small acceleration; 2) with oscillating movement of the contact line, at higher accelerations. The steady surface waves, i.e. the oscillation modes of the liquid/air interface, are classified according to the index \( j \) or \( k \) (for pinned or moving contact line) equal to half the number of nodes appearing in the profile of the drop during the oscillation, as depicted in figure 8.1.

\[ \text{Figure 8.1 : Schematic representation of the drop profiles to define the modes when the contact line is pinned (a) or moves (b). Modes } j = 2 \text{ and } j = 3 \text{ correspond to 4 and 6 nodes, while modes } k = 1 \text{ and } k = 2 \text{ have 2 and 4 nodes respectively. Nodes are emphasized with black spots [299].} \]

The oscillation modes have been experimentally investigated by Noblin et al. [299], who measured the resonance frequency of different modes with a pinned contact line (see figure 8.2a) and analyzed the transition from pinned to moving contact line (see figure 8.2b). From a theoretical point of view, an analytical description of this system is impossible because of the complexity of the wave pattern formed on drop surface by oscillations. In literature there are only simplified models and we refer to [299] for more details.
Figure 8.2: (a) Resonance frequencies as a function of drop volume for different modes. The trends are well described by a power law with an exponent close to 0.5. The resonance frequency decreases with drop volume and increases as the mode number increases; (b) Transition between stick and stick-slip motions of the contour. Lower curves are contact angle variations versus time, the dashed line represents the equilibrium angle $\theta$. Higher curves are the contact line position around the starting position before vibrations. The six curves for different acceleration amplitudes are joined together in the same plot for comparison. In these plots $f = 9$ Hz, $V = 1$ mL [299].

§ 8.1.2. Horizontal oscillations: rocking mode

A drop subject to horizontal vibrations of the plane oscillates in the direction of the force and its shape deforms by increasing and decreasing the contact angles. For a high enough acceleration, the contact angle can overcome the advancing or receding threshold and the contact line can move, but the symmetry of the oscillation does not produce a net displacement. Again, the phenomenon is quite complex and a complete description can be found only for particular simple cases.

If the external force is weak and drop deformation are small, the contact line remains pinned and the system can be represented as in figure 8.3a [300].

Figure 8.3: (a) Schematic representation of the droplet shape under the influence of an external force. The deformation induces a displacement $dx$ of the center of mass and a variation $\delta \theta$ of the advancing and receding wetting angles; (b) experimental snapshot of a vibrating mercury drop with radius $R=0.192$ mm. The measure of the ghost radius variation $dR$ permits to calculate both $\delta \theta$ and $dx$; (c) relation between the resonance frequency and drop size. Circles are experimental points, the dashed line is the result derived from equation 8.6 with $\theta = 140^\circ$, finally the dashed line is the evaluation obtained considering the effective angle $\theta_{eff}=130^\circ$ to take into account the inertial force transmitted from the plane to the drop [299].

In this model the deformation is characterized by a displacement of the mass center, $dx$ and a variation of the contact angle $\delta \theta$ so that $\theta_a = \theta + \delta \theta$ and $\theta_r = \theta - \delta \theta$. The corresponding surface variation $\Delta S$ with respect to the equilibrium surface $S_0$ is

$$\Delta S = S_0 f(\theta)(\delta \theta)^2$$  \hspace{1cm} (8.2)

where $f(\theta)$ is related to the shape of the drop. The displacement of drop center of mass is
where $R$ is the radius of the spherical cap and $g(\theta)$ is another function depending on drop geometry. Merging equations 8.2 and 8.3 we obtain:

$$\Delta S = \frac{S_0 h(\theta)}{R^2} dx^2$$

(8.4)

where $h(\theta) = f(\theta)/g(\theta)^2$. The deformation of drop interface is opposed by a force due to the surface tension $\sigma$:

$$F = -\frac{\sigma \Delta S}{dx} = -\frac{\sigma S_0 h(\theta)}{R^2} dx.$$  

(8.5)

The linear dependence between force and displacement allows us to define an elastic constant $k_e$ and a characteristic frequency $\omega_0 = \sqrt{k_e/(\rho V)}$ whose expression obtained considering the geometrical formulas of a spherical cap is:

$$\omega_0 = \sqrt{\frac{6\sigma h(\theta)}{\rho(1-\cos\theta)(2+\cos\theta)}} R^{-3/2}.$$  

(8.6)

This law has been verified by measuring the resonance frequency (i. e. the frequency corresponding to the maximum $dR$) of a mercury drop through pictures acquired at high exposure time, as shown in figure 8.3b [300]. The experimental relation between resonance frequency and drop radius plotted in figure 8.3c well reproduces the expected power law, even if 8.6 slightly underestimates the absolute value of $\omega_0$. A better agreement is found considering the momentum transfert to the drop from the plane and introducing an effective contact angle $\theta_{eff} < \theta$.

§ 8.1.3. Combinations of different oscillation modes

Although the modes described in the previous sections can induce a displacement of the contact line, a net motion of the drop cannot be achieved because of the symmetry of the system. Such symmetry can be broken, for instance, by applying vertical harmonic oscillation to a surface featuring a wettability gradient [94, 95], by using vertical asymmetrical vibrations [301] or combinations of horizontal and vertical oscillations [112]. In this latter work, two independent shakers have been used as sketched in figure 8.4a to apply horizontal (h) and vertical (v) harmonic oscillations with amplitude:

$$\begin{cases} 
  x_h(t) = A_h \cos(2\pi f_h t) \\
  x_v(t) = A_v \cos(2\pi f_v t + \Delta \Phi)
\end{cases}$$

(8.7)

where $A_h$ and $A_v$ are the maximum oscillations amplitudes, $f_h$ and $f_v$ are the oscillation frequencies and $\Delta \Phi = f_v - f_h$ is the phase shift. Such a combination of vibrations can induce a net motion of the drop, as shown in figures 8.4b and 8.4c. The rocking mode drives the displacement along the horizontal direction, while the pumping mode breaks the symmetry producing a different deformation of the drop so that the contact point does not come back to the initial position after a cycle, but progressively moves in one direction, as reported in figure 8.4c. The displacement can be either towards left (velocity
< 0) or towards right (velocity > 0) according to the value of \( \Delta \Phi \), once fixed the amplitude \( A_h \) (see figure 8.4d). The velocity of the drop is found to depend both on \( \Delta \Phi \) and on \( A_h \), as plotted in figures 8.4d and 8.4e.

**Figure 8.4**: (a) cartoon of the setup used to combine vertical and horizontal oscillations; (b) drop images taken from different vibration cycles at various oscillation phases; (c) position of the right contact point as a function of time; (d) droplet velocity as a function of the phase shift for different \( A_h \); (e) dependence between drop velocity and horizontal amplitude [112].

An analogous combination of oscillations in different directions consists in the vertical vibration of an inclined substrate [113]. Differently from the horizontal plate subject to two two independent oscillations, in this case the phase shift is fixed and gravity favours downward motion breaking the left-right symmetry of the horizontal configuration (see figure 8.5a). Also on the oscillating inclined surface the drop can move in two opposite direction, i.e. drop can slide down but also climb up the surface against gravity. Drop dynamic behavior depends on the combination of amplitude and frequency of oscillation as reported in the phase diagram in figure 8.5b [113].

The surprising drop climbing was originally explained as a breaking of the front-back symmetry of the oscillating drop and a nonlinear friction law between the drop and the plane [113]. This phenomenon was also studied theoretically assuming thin, two-dimensional drops. John and Thiele [302] examined the limit of low Reynolds numbers and modeled the drops contact line by precursor films due to van der Waals forces. They found that the component of the vibration orthogonal to the plate induces a nonlinear response in the drop shape that causes an anharmonic response of the drop to the parallel vibration component. Benilov and Billingham [303] analyzed the opposite limit of low viscosity, with contact lines governed by a contact-line law and observed that the climbing motion is due to an interaction of oscillatory modes induced by vibrations. These studies were then extended to a first 3D modelling of climbing drops on oscillating substrates under the assumptions of weak vibrations, low viscosity and inertia of the liquid, thin drops and contact-line law [304]. The main
8.2 Experimental details

We have studied the dynamics of drops deposited on inclined poly(methyl methacrylate) (PMMA) wedges attached to the moving shaft of an electromagnetic shaker (LDS V101 Brel & Kjr) as shown in the schematic diagram of figure 8.6. After a series of experiments [305–307] with different inclination angles \(\alpha\) (30°, 45° and 60°), we decided to fix the inclination at 30°, to make droplets climb more easily and for a wider combination of amplitude and frequency (at high slopes as 60° climbing is almost always not possible because of the prevalent role of gravity [306]).

The shaker oscillates vertically in the frequency range 10 Hz -10 KHz with a maximum amplitude of 5 \(\mu\)m. The oscillation and the gravity acceleration are decomposed in vectors parallel and orthogonal to the plane. The normalization factors are \(f_0 = 50.77\) Hz and \(a_0 = 174\) m/s² [113].

Conclusion was that, at low frequency, the 2D model [303] is qualitatively incorrect because it predicts that 2D drops can climb only for a very large acceleration of the plate, whereas, for 3D drops, the acceleration can be finite.

§ 8.2. Experimental details

Figure 8.5: (a) sketch of the vertically oscillating inclined surface where the oscillation and the gravity acceleration are decomposed in vectors parallel and orthogonal to the plane; (b) phase diagram of drop motion for \(V = 5\ \mu\)L, \(\alpha = 45°\) and kinematic viscosity \(\nu = 31\) mm²/s. The normalization factors are \(f_0 = 50.77\) Hz and \(a_0 = 174\) m/s² [113].

Figure 8.6: A: Schematic drawing of the experimental set-up. B: Dispersion of the acceleration threshold for sliding \(\Delta a_{sliding}\) as a function of the drop volume for a ridge with a width of 3 mm oscillating at a frequency of 80 Hz. Inset: comparison of the expected diameter \(d_C\) of a hemispherical sessile drop of volume with the measured longitudinal \(d_L\) and transversal \(d_W\) elongations of the contact line.
of 2.5 mm and the maximum force it can exert is 8.9 N. A mismatch in the location of the wedge mass center with the shaker axis may cause horizontal oscillations at certain resonance frequencies that can significantly affect the drop dynamics. To avoid this problem, we took particular care to balance the wedge on the axis by adding some extra little loads at specific points. Figure 8.7 shows the results of this tuning operation. The top image represents a portion of the screw attached to the wedge with the shaker off. The middle image shows the screw vibrating at a frequency of 65 Hz and amplitude of 100 μm during an exposure time of 50 ms. The shadows of the contour clearly indicate that there is a horizontal oscillation with an amplitude of about 200 μm superimposed to the vertical vibration. The bottom image refers to the shaker driven at the same conditions as above but after the tuning the center of mass of the wedge. The motion is now purely along the vertical direction. Similar tests have been carried at different frequencies and amplitudes, in particular close to the maximum driving amplitude.

![Figure 8.7](image)

Figure 8.7: a) Shaker off. b) Shaker driven at a frequency of 65 Hz and amplitude of 100 μm. Vertical and lateral vibrations can be detected from the shadows at the contour. c) Shaker driven at the same conditions as above but after the tuning the center of mass of the wedge. The horizontal vibrations are now highly reduced.

In order to constrain the drop motion to one dimension, we have sculpted channels of different cross-sections (circular, triangular and rectangular) and different widths (from about 0.2 mm to 4 mm) along the direction of the tangential component of the acceleration of gravity [307]. The one we found most effective is a square ridge having height of 2 mm and width of 3 mm (see figure 8.6A). Its vertical extension allowed us to more easily focus the side-view camera to the drop backlighted by the diffuse LED source. For the detection of drop shape, contact angles and contact points during vibrations we exploited a fast camera (PHANTOM, v7.3) working up to 8 kHz, equipped with a telecentric objective
To find the most appropriate drop volume, we have systematically investigated the reproducibility of the drop dynamics. Water drops of increasing volume are deposited with a syringe pump (Ultra-MicroPump UMP3, WPI) at the center of the ridge. The drops are initially pinned to the surface. Vertical oscillations of the substrate above a given acceleration $a_{\text{sliding}}$ cause a downward sliding of the drop. The graph of figure 8.7 shows the dispersion of the acceleration threshold for sliding $\Delta a_{\text{sliding}}$ measured as a function of the drop volume for a ridge with a width of 3 mm and an oscillating frequency of 80 Hz. The dispersion $\Delta a_{\text{sliding}}$ is the root mean square deviation calculated from a statistical ensemble of at least five data points acquired at the same nominal conditions. The graph shows a sudden increase in $\Delta a_{\text{sliding}}$ just above 2.5 $\mu$L. We explain it as due to the interaction of the drop contact line with the lateral, irregular edges of the ridge. Actually, the inset compares the expected diameter $d_C$ of a hemispherical sessile drop of volume $V$ with the measured longitudinal $d_L$ and transversal $d_W$ elongations of the contact line. At small volumes, these three quantities coincide confirming that the contact line is circular. Above 2.5 $\mu$L, $d_W$ lies below $d_C$ confirming that one side of the contact touches the edge. The fact that $d_L$ remains equal to $d_C$ means that the lateral contact angle is increased because of the geometric pinning at the edge [308]. In our study we have then used drops of 2 $\mu$L because they can be easily and accurately detected with our optical set-up. Furthermore, the lateral extension of the ridge guarantees that during their motion the lateral displacement amounts to no more than 0.4 mm, otherwise they will pin to or fall down the edges. In this way, we can accurately track the (one-dimensional) motion of drops by using only one video camera. We have also compared the sliding of 2 $\mu$L water drops on the ridge with that on a flat surface and could not detect any appreciable difference between the two substrates.

Besides distilled water, we have also studied different aqueous solutions of glycerol, ethanol and isopropanol. In addition, we have modified the wettability of the PMMA by coating it with trichloro(1H,1H,2H,2H-perfluorooctyl)silane. Their main physical parameters are listed in table 8.1. The values of density $\rho$, viscosity $\eta$ and surface tension $\sigma$ refer to a temperature of $25^\circ$C and have been deduced from literature [265,269]. The addition of ethanol and isopropanol mainly decreases the surface tension of the mixture, while that of glycerol increases the viscosity. The kinematic viscosities $\nu$ of these mixtures cover the range 1-39 mm$^2$/s, much wider than the interval between 31 and 55 mm$^2$/s of the glycerol-water mixtures originally studied by Brunet et al. [113]. The equilibrium contact angle $\theta$ and the advancing (receding) contact angle $\theta_A$ ($\theta_R$) are determined using the optical apparatus described in Section 2.1. In particular, $\theta_A$ and $\theta_R$ are measured, respectively, by inflating and deflating a drop deposited on the horizontal surface with the syringe pump and observing the profile when the contact line starts moving. This study is completed with the determination of the contact angle hysteresis $\Delta \theta = \theta_A - \theta_R$, which quantifies the surface pinning. All these data are listed in table 8.1. We have also measured the surface roughness of the top face of the PMMA ridge with a profilometer and got an rms value less than a couple of nm.
Table 8.1: Main parameters of the different aqueous solutions used in this study. The concentration $c$ is reported in w/w. Density, viscosity and surface tension are labelled with $\rho$, $\eta$ and $\sigma$ respectively. Static ($\theta$) and dynamic contact angles ($\theta_A$ and $\theta_R$) and contact angle hysteresis ($\Delta \theta$) refer to sessile droplets on the substrate listed in the last column.

<table>
<thead>
<tr>
<th>Fluid solution</th>
<th>$c$ (w/w)</th>
<th>$\rho$ (g/cm$^3$)</th>
<th>$\eta$ (mPa s)</th>
<th>$\sigma$ (mN/m)</th>
<th>$\theta$ (deg.)</th>
<th>$\theta_A$ (deg.)</th>
<th>$\theta_R$ (deg.)</th>
<th>$\Delta \theta$ (deg.)</th>
<th>Substrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>water</td>
<td>0.997</td>
<td>0.89</td>
<td>72</td>
<td>71±2</td>
<td>87±2</td>
<td>66±3</td>
<td>21±5</td>
<td>PMMA</td>
<td></td>
</tr>
<tr>
<td>ethanol in water 9%</td>
<td>0.98</td>
<td>1.35</td>
<td>52.4</td>
<td>63±3</td>
<td>79±3</td>
<td>62±3</td>
<td>17±6</td>
<td>PMMA</td>
<td></td>
</tr>
<tr>
<td>ethanol in water 17%</td>
<td>0.97</td>
<td>1.83</td>
<td>48.8</td>
<td>57±3</td>
<td>72±1</td>
<td>50±3</td>
<td>22±4</td>
<td>PMMA</td>
<td></td>
</tr>
<tr>
<td>isopropanol in water 5%</td>
<td>0.988</td>
<td>1.12</td>
<td>49.6</td>
<td>64±3</td>
<td>75±3</td>
<td>43±3</td>
<td>32±5</td>
<td>PMMA</td>
<td></td>
</tr>
<tr>
<td>isopropanol in water 10%</td>
<td>0.981</td>
<td>1.41</td>
<td>40.4</td>
<td>61±2</td>
<td>71±3</td>
<td>34±3</td>
<td>37±5</td>
<td>PMMA</td>
<td></td>
</tr>
<tr>
<td>glycerol in water 60%</td>
<td>1.15</td>
<td>9</td>
<td>67.2</td>
<td>69±1</td>
<td>78±1</td>
<td>67±3</td>
<td>11±4</td>
<td>PMMA</td>
<td></td>
</tr>
<tr>
<td>glycerol in water 80%</td>
<td>1.2</td>
<td>47</td>
<td>65</td>
<td>70±1</td>
<td>79±2</td>
<td>67±2</td>
<td>12±4</td>
<td>PMMA</td>
<td></td>
</tr>
<tr>
<td>water</td>
<td>0.997</td>
<td>0.89</td>
<td>72</td>
<td>115±2</td>
<td>118±2</td>
<td>69±2</td>
<td>49±4</td>
<td>silanized PMMA</td>
<td></td>
</tr>
</tbody>
</table>

§ 8.3. Experimental results

The motion of the drop is found to depend on the acceleration $a$ and on the frequency $f$ of the vertical vibrations. Figure 8.8 displays the dynamical phase diagrams of the 5 aqueous solutions obtained by scanning, at different constant frequencies, the vertical acceleration. To better compare them, the oscillating frequency is normalized [113] to the resonance frequency of the drops rocking mode corresponding to a supported drop vibrated in a direction parallel to the substrate [300]:

$$f_0 = \frac{1}{2\pi R^3/2} \sqrt{\frac{6\sigma h(\theta)}{\rho(1 - \cos \theta)(2 + \cos \theta)}}$$  \hspace{1cm} (8.8)

where $R$ is the radius of the truncated spherical drop of volume $V$ and $h(\theta)$ is a dimensionless geometric function of the equilibrium contact angle $\theta$. For droplets on PMMA, $\theta$ is always less than 90° and then $h=1$, while for water droplets on silanized PMMA $h(\theta=115°)=0.4$. The radius $R$ can be calculated from [308]:

$$R^3 = \frac{3V}{\pi \frac{1}{(1 - \cos \theta)^2(2 + \cos \theta)}}$$  \hspace{1cm} (8.9)

The acceleration is determined from the formula:

$$a = 4\pi^2 f^2 A$$  \hspace{1cm} (8.10)

where $A$ is the oscillating amplitude, which is deduced from the maximum displacement of the ridge measured with the high frequency camera. The characteristic acceleration is taken as
8.3 Experimental results

\[ a_0 = 4\pi^2 f_0^2 V^{1/3} \]  

(8.11)

since \( V^{1/3} \) is a measure of the deformation [113]. For 2 \( \mu \)L water drops on PMMA, the two characteristic parameters are \( f_0 = 70 \) Hz and \( a_0 = 241 \) m/s\(^2\), while on silanized PMMA \( f_0 = 47 \) Hz and \( a_0 = 110 \) m/s\(^2\). For the other liquids on PMMA these values become smaller and are comprised in the ranges \( f_0 = 34-59 \) Hz and \( a_0 = 59-173 \) m/s\(^2\). As can be evinced from the comparison with figure 8.5b, the phase diagrams of glycerol/water mixtures look quite similar to that originally reported for a drop of water-glycerol having \( V = 5 \) \( \mu \)L and \( \nu = 31 \) mm\(^2\)/s deposited on an inclined plane with \( \alpha = 45^\circ \) [113] (the parabolic dashed lines in the diagrams of figure 8.8 represent the relative acceleration corresponding to the maximum oscillating amplitude of our shaker equal to 2.5 mm). On the static ridge, the drops are always pinned to the surface. Vertically vibrating the ridge above a certain relative acceleration \( a/a_0 \sim 0.2 \), very similar to that found by Brunet et al. [113], yields sliding of the drop. Furthermore, sliding can be induced only for relative frequencies \( f/f_0 \) smaller than \( \sim 1.5 \), which is close to the cut-off of \( \sim 1.3 \) reported in figure 8.5 for a 5 \( \mu \)L glycerol/water drop for \( \alpha = 45^\circ \) [113]. At variance with previous experiments that could not detect sliding for drops of volume smaller than 5 \( \mu \)L [113,309], we always observed a sliding region for all the 2 \( \mu \)L drops we investigated, an indication that our surfaces were not too defective. Also, no evidence of drop breaking was found during our measurements in contrast to what reported by Brunet et al. [113,309], probably because of the smaller drops we used.

We now discuss in more detail the single phase diagrams, starting from that of pure water on PMMA that presents a pronounced sliding region at moderate accelerations: for \( f/f_0 = 0.9 \) and \( a/a_0 = 0.4 \) the sliding velocity is about 6.4 mm/s. Further increasing the oscillating amplitude moves the drop upwards against gravity: for \( f/f_0 = 1.1 \) and \( a/a_0 = 1.1 \) the climbing velocity is 4.3 mm/s. As expected, the overall phase diagram closely resembles those of mixtures of 9\% (w/w) of ethanol in water and 5\% (w/w) of isopropanol in water (not shown because it has fewer points) because these solutions have essentially the same viscosity and wetting properties of pure water. More interesting, it is also very similar to those of glycerol/water mixtures in spite of a variation in \( \nu \) greater than a factor 10. This finding is consistent with the observation that the threshold for climbing with liquids of similar surface tensions does not depend on the liquid viscosity [309]. If instead we compare it with that of water on silanized PMMA, we notice that the sliding and climbing regions have been shifted to higher relative accelerations to balance the higher capillarity forces due to contact-angle hysteresis that, on silanized PMMA, is more than twice the value measured on PMMA, as reported in table 8.1. Arguably, the most interesting and original result of our experimental study is that drops of 17\% (w/w) of ethanol in water and of 10\% (w/w) of isopropanol in water do not climb within the \( a/a_0 \) range accessible to the experiment clearly indicating that a wettable ridge favors sliding only.

With a fast camera we have analyzed the drop evolution during sliding and climbing. Figure 8.9 shows a sequence of side view snapshots taken over an oscillating period. They clearly show that the instantaneous drop profile varies differently in the two situations. The evolution of the climbing drop experiences a bigger variation in the profile: the peak becomes sharper (see E-D) and the bump is wider and shallower (see F-G).
Figure 8.8: Dynamical phase diagrams of drops of different aqueous solutions corresponding to $V=2 \mu L$ and $\alpha = 30^\circ$. The normalization factors are $a_0=241 \text{ m/s}^2$ and $f_0=70 \text{ Hz}$ for water on PMMA and $a_0=110 \text{ m/s}^2$ and $f_0=47 \text{ Hz}$ for water on silanized PMMA. For the other liquids they are comprised in the ranges $a_0=117-173 \text{ m/s}^2$ and $f_0=48-59 \text{ Hz}$. 
Figure 8.9: Side views of a sliding (top) and climbing (bottom) water drop taken at different instants of a vibrating cycle of frequency $f=65$ Hz, e.g. $f/f_0=0.9$ for sliding ($f=80$ Hz, e.g. $f/f_0=1.1$ for climbing) as indicated in the middle panel. The vertical accelerations are $a=100$ m/s$^2$ ($a/a_0=0.4$) for the sliding drop and $a=260$ m/s$^2$ ($a/a_0=1.1$) for the climbing drop.
From the analysis of these images, we have extracted the evolution of the upper and lower instantaneous contact angles, $\theta_{\text{up}}$ and $\theta_{\text{down}}$ respectively, which are shown in figure 8.10 for the two cases just discussed. In the same graphs, the corresponding positions of the contact points are also plotted. All quantities oscillate periodically over time. In particular, the positions display an oscillatory behavior around a mean value that slowly moves downward (upward) when the drop slides (climbs). It is clearly evident that the lower (upper) contact point of a sliding drop moves downward when the corresponding contact angle is above (below) the advancing (receding) contact angle, as shown by the shaded areas in figure 8.10. Similarly, the upper (lower) contact point of a climbing drop moves upward when the corresponding contact angle is above (below) the advancing (receding) contact angle.

![Figure 8.10](image)

**Figure 8.10**: Time evolution of the upper and lower contact angles for a water drop sliding down (left panels) and climbing up (right panels) the inclined ridge. The corresponding contact line positions along the $x$ direction of the inclined ridge are also plotted. Frequency and acceleration are $f = 65$ Hz and $a = 100$ m/s$^2$ for the sliding drop and $f = 80$ Hz and $a = 260$ m/s$^2$ for the climbing drop, respectively. The advancing (receding) contact angle is indicated by a continuous (dashed) horizontal line. The continuous sinusoidal lines represent the oscillation of the vertical position $z$ of the inclined plate (in arbitrary units). The error on the contact angle is about 5°. For the sake of clarity, the corresponding error bars are reported only in one point for each contact angle. Instead, the error bars on the position are smaller than the symbols.

Furthermore, the contact angles, as well as the contact line positions, are out of phase with the oscillation of the inclined plate. The phase shift $\delta_{\text{down}}$ ($\delta_{\text{up}}$) between the lower (upper) contact point velocity and the lower (upper) contact angle for sliding and climbing drops driven at different frequencies are reported in figure 8.11. It results that the upper contact point velocity are always in phase with respect to the upper contact angle, while the lower contact point velocity is out of phase.
with the lower contact angle.

![Figure 8.11: Phase shift \( \delta_{\text{down}} \) (\( \delta_{\text{up}} \)) between the lower (upper) contact point velocity and the lower (upper) contact angle for the sliding drop and the climbing drop. In the sliding case the peak acceleration is fixed at \( a = 80 \text{ m/s}^2 \), while in the climbing one it is fixed at \( a = 200 \text{ m/s}^2 \).](image)

§ 8.4. Numerical simulations

The numerical simulations modelling a drop on an oscillating surface are based on a diffuse interface approach, the Cahn-Hilliard / Navier-Stokes (CHNS) model, described in Section 1.6.3. In particular, in this case equation 1.52 has to include the term related to the oscillation of the substrate. In the reference frame of the plate, the vibration corresponds to a time dependent body force which originates a buoyancy term that, for small density difference, can be approximated à la Boussinesq to yield

\[
g(t) = -\sin(2\pi t)(\sin(\alpha)\hat{e}_x + \cos(\alpha)\hat{e}_z)(\Phi + 1)/2,
\]

with \( \hat{e}_x, \hat{e}_z \) the unit vectors in the two directions, parallel and perpendicular to the plate. The consequent equation is:

\[
\frac{D\mathbf{u}}{Dt} = -\frac{1}{\rho} \nabla p + \frac{1}{\text{We} \text{Cn} \mu_c} \nabla \Phi + \frac{1}{\text{Re}} \nabla^2 \mathbf{u} + \frac{1}{\text{Fr}} \mathbf{g},
\]

(8.12)

where \( \frac{D(\cdot)}{Dt} = \frac{\partial(\cdot)}{\partial t} + \mathbf{u} \cdot \nabla (\cdot) \) is the material derivative, \( \text{Re} = \rho L^2 f / \mu \) is the Reynolds number with \( \mu \) the dynamic viscosity and \( f \) the frequency of the vibrating plate, \( \text{We} = 3\rho f^2 L^3 / (\sqrt{8} \sigma) \) is the Weber number, \( \text{Fr} = L \rho / (4\pi^2 A \Delta \rho) \) is the Froude number, with \( A \) the amplitude of the plate oscillation and \( \Delta \rho = \rho_A - \rho_B \).

The system of equations (1.50, 1.51 and 8.12) is completed with the following boundary conditions:

\[
\mathbf{u} = 0,
\]

(8.13)

\[
\nabla \mu_c \cdot \mathbf{n} = 0,
\]

(8.14)

implying the no-slip and no mass flux conditions at the wall, respectively, and

\[
\frac{D\Phi}{Dt} = -\frac{\text{Re}}{\text{Dw} \text{We} \text{Cn}} (\Phi^2 - 1) \cos \theta_c - \frac{\text{Re}}{\text{Dw} \text{We}} \frac{\partial \Phi}{\partial n},
\]

(8.15)
where $D_w = \mu f/\mu$, with $\mu f$ an effective friction of the contact line, represents the ratio of the typical relaxation time in reaching the equilibrium contact angle to the macroscopic time scale [176]. Eq. (8.15) represents the non-equilibrium boundary condition for the contact angle and links together the velocity of the contact line and the instantaneous contact angle.

In order to reach the sharp interface limit $Cn = 0.025$ and $M = Cn^2$ has been used throughout the simulations. The equilibrium contact angle has been chosen slightly hydrophobic, $\theta = 97.5^\circ$ and, following [176], $D_w = 100$. The values chosen for density, viscosity and surface are the typical parameters for water reported in table 8.1. We considered a 1 mm radius drop and, in order to compare the numerical results with the experiments, we used $\Delta \rho/\rho = 1$ relying on the ability of the Boussinesq approximation to qualitatively reproduce the correct physics. More details about these simulations can be find in [164,310].

§ 8.5. Numerical results and comparison with experiments

Extensive numerical simulations have been performed by changing the frequency and the amplitude of the vibrating plate. Before discussing the results, we point out that several significant differences exist between the systems we have numerically simulated and the corresponding experiments: i) the simulations are two dimensional; ii) the two fluids (corresponding to droplet liquid and surrounding air, in the experiment) have the same viscosity and almost identical densities. More precisely, the Boussinesq approximation is adopted, which implies that the density is constant apart from the buoyancy term; iii) no pinning of the contact lines is considered; iv) the plate is hydrophobic ($E = 97.5$). Clearly, assumptions i) and ii) have been introduced for simplicity. Assumption iii) is due to the lack of reliable models for pinning in the context of diffuse interface models. Finally, drop climbing has been found only by assuming iv). We cannot exclude that a more complete search could identify climbing also on slightly hydrophilic surfaces.

Despite these differences, the dynamical phase diagram in figure 8.12 reproduces the main features observed in the experiments (see figure 8.8). At high acceleration the drop climbs. Reducing the oscillating amplitude at fixed frequency, a non-pinned static droplet is found. Because of the lack of pinning in the model, in this region the droplet periodically moves up and down without a mean displacement. Further decreasing $a/a_0$, the drop starts sliding. The numerical simulations cannot reproduce the static region found in the experiments at very low accelerations again because of the lack of pinning in the model. At very high accelerations, the drop detaches from the plane or, in some cases, breaks-up due to the extreme deformations. In the phase diagram in figure 8.12 the dashed curve identifies this breaking region. This sequence of dynamic transitions is found for all frequencies below a threshold value $\simeq 2f_0$, beyond which climbing disappears because the drop dynamics at high $a/a_0$ is dominated by detachment and break-up. This behavior, not observed in our experiments, is likely due to the 2D nature of the drops since the reduced capillary stress (in 2D simulations the second main curvature is zero) leads to greater elongations that facilitate the drop break-up. Similarly, the numerical transitions are found at higher relative accelerations than the experimental ones. Notwithstanding these discrepancies, the overall qualitative behavior is reproduced which means that
neither the contact line pinning due to contact angle hysteresis, nor the density difference between the droplet and the ambient fluid, seems to be of crucial importance to describe the climbing mechanism.

The drop shape and the velocity field at different instants of the plate oscillating period are shown in figure 8.13 during both sliding and climbing. In agreement with the experiments (see figure 8.9), during sliding the drop undergoes smaller deformations: the border is more rounded and the maximum horizontal and vertical elongations are smaller. Furthermore the periodicity of the sliding drop is the same as that of the plate. Instead, the climbing drop shows a sub-harmonic response with twice the periodicity of the oscillating plate, which does not seem to be confirmed by the experiments and is probably related to the approximations introduced in the model (see Supplemental Material of [310] for a more complete discussion).

The time evolution of the contact line positions and of both upper and lower contact angles can be derived from the analysis of the droplet shape. Figure 8.14 compares the sliding (left panels) and the climbing (right panels) cases and the double period is again apparent in the upper front of the climbing drop. Full symbols correspond to the lower contact line, empty symbols to the upper contact line. As a reference, the vertical position of the plate is represented by a solid green line. In agreement with the experiments (see figure 8.10), the simulations of the sliding drop clearly show a phase shift of the contact line motion: when the plate goes up, the drop squeezes down and the lower contact line moves down while the other one goes up. The maximum tangential elongation is reached slightly before the plate reaches its maximum height. Overall, the capillary stresses act like a spring to restore the equilibrium shape. A similar dynamics is observed when the plate descends: the drop retracts and elongates vertically with the lower contact line moving up and the upper one going down. Again, the capillary stresses act against the strong deformation and the motion of the contact lines before the plate reaches its minimum height. The dynamic of the climbing drop is far more complicated as a result of the higher deformation experienced during the plate oscillation (see again the snapshots in
Figure 8.13: Snapshots of a sliding (top) and climbing (bottom) 2D water drop taken at different instants of a vibrating cycle as indicated in the middle panel. The sliding drop corresponds to the case with $a/a_0=1$ and $f/f_0=1.33$, while the climbing drop to $a/a_0=1.9$ and $f/f_0=1.67$. The arrows represent the calculated velocity in both fluids.
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The phase shift is still present, but in the case shown in figure 8.14 it is not so pronounced. Moreover, the upper contact line stops sliding down during the plate descent, in a sort of dynamical pinning that enhances the climbing.

![Figure 8.14: Time evolution of the lower (full symbols) and upper (empty symbols) contact line positions (triangles) and of the contact angles (circles and squares) both in the sliding (left panels) and in the climbing (right panels) regime. The vertical position of the plate is indicated by a sinusoidal green solid line. The contact line position is expressed in unit of the resting drop radius (1 mm) and the time unit is the oscillation period.](image)

Besides the analysis of the drop shape, the numerical simulations provide details about the stress distribution. In particular, by numerical integration of equation 8.12 over the entire domain it is possible to extract the total force acting on the fluid (see [310] for more details):

\[
F_{\text{tot}} = F_{\text{visc}}(t) + F_{\text{cap}}(t) + W(t),
\]

where \( W(t) \) is the integral of the buoyancy force in the \( x \) direction due to the plate vibration and \( F_{\text{visc}}(t) \) and \( F_{\text{cap}}(t) \) are the viscous and capillary forces, respectively. Figure 8.15 shows the time evolution of the viscous and capillary forces during two consecutive plate oscillations. The left panel refers to a sliding drop, the right one to a climbing drop. In both cases the two forces are not in phase with respect to the plate position. The time average of the resulting force equals zero since, on average, the motion is a steady sliding or climbing. The main difference between sliding or climbing is in the sign of the individual forces. We would like to remark that the mean viscous force always acts in the direction of the mean motion.

This result suggests a possible mechanism for droplet motion: following the sketch in figure 8.16 a
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Figure 8.15: Time evolution of the capillary and viscous forces acting on the drop. $T$ is the period of the plate oscillation and $F_0$ is a reference force defined as $F_0 = \rho R^3/T^2$, with $\rho$ density of the liquid and $R$ radius of the drop. The left panel represents the sliding case, the right panel the climbing one. The vertical oscillation of the inclined plate $z$ plate is represented in arbitrary unit.

Figure 8.16: Sketch of the rolling mean motion inside of a sliding droplet. Both the mean velocity and the mean viscous force are directed downhill.
downhill-directed viscous force on the drop together with a mean motion in the same direction can be obtained by a circulatory motion of the fluid inside the drop. As a consequence, the droplet rolls down. On the contrary, when the drop climbs the plate, the circulatory motion reverts sign (up-hill rolling). To be more quantitative, we evaluated the mean circulation in the droplet interface by integrating the mean vorticity:

\[
\langle \Gamma \rangle = \frac{1}{2T} \oint_{\partial S} u \cdot dl = \frac{1}{2T} \int_{2T} \int_S \nabla \times u dS dt
\]

(8.17)

where the drop is identified as the region where \( \Phi > 0 \). All the sliding drops show positive values of \( \langle \Gamma \rangle \) while climbing drops have \( \langle \Gamma \rangle < 0 \), confirming the conjectured rolling motion.

\section*{8.6. Conclusion}

In conclusion, we have systematically studied the dynamics of liquid drops on an inclined plate subject to vertical vibrations. The liquids comprised distilled water and different aqueous solutions of glycerol, of ethanol and of isopropanol spanning the range 1-39 mm\(^2\)/s in kinematic viscosity and 40 - 72 mN/m in surface tension. At sufficiently low oscillating amplitudes, the drops are always pinned to the surface. Vibrating the plate above a certain amplitude yields sliding of the drop. Further increasing the oscillating amplitude drives the drop upward against gravity. The viscosity of the liquid solution does not seem to affect significantly the dynamical phase diagrams, at least in the explored range 1-39 mm\(^2\)/s. Instead, low surface tensions, i.e. low contact angles, are found to hinder climbing and favor sliding of drops. Complementary numerical simulations of 2D drops based on a diffuse interface approach essentially confirm the experimental findings. The overall qualitative behavior is reproduced suggesting that the contact line pinning due to contact angle hysteresis is not necessary to explain the drop climbing. Images taken with a fast camera show that the drop profile evolves in a different way during sliding and climbing as also confirmed by the numerical simulation. The direction of motion is related to the circulation (i.e. vorticity) inside the drop and shape deformations induced by plane oscillations.

The exploitation of these effects offer the possibility to control and manipulate droplets on a substrate by tuning frequency and acceleration of the vertical vibration. Since the phase diagram depends on drop volume and kind of fluid, drops of different size and/or composition subject to the same oscillation can move in opposite directions up to meet and react together (see Movie3 in supplemental material of [310]).
Conclusions

This PhD research analyzed the behavior of drops, with volumes on the order of microliters, on inclined surfaces. Different kinds of surfaces have been considered to passively control drop motion: hairy samples and chemically heterogeneous surfaces.

In particular, the adhesion properties of hairy surfaces are heavily affected by their morphology but also, even if in a minor role, by structure elasticity. More precisely, hairy surfaces are sticky except when hairs are so long that they collapse, making the sample water-repellent. Surfaces formed by nanohairs overlapping microgrooves are found to be water repellent too. These sticky surfaces can be exploited for liquid transfer with small volume losses or to stop moving drops.

The sliding velocity of drops on inclined homogeneous surfaces varies according to the static wettability and the contact angle hysteresis of the samples: drops start sliding at low inclination if the hysteresis is small and move faster on hydrophobic surfaces. A tool to passively tune sliding velocity consists of chemically patterning surfaces with hydrophilic and hydrophobic domains of different shapes, like for instance stripes, squares and triangles. Drops on these heterogeneous samples undergo a stick-slip motion with jumps of the front and rear contact points corresponding to the pattern periodicity. Energy dissipation related to the pinning/depinning transition of the contact line at the edges of the domains affects drop mean velocity, which is found to depend on the geometry and arrangement of the texture tiles.

A chemical step formed at the junction between two regions of different wettability can be exploited to control drop trajectories: when a sliding drop finds a more hydrophobic area, it can stop, pass or deviate following the border between the two parts of the surface, according to the combination of plane inclination and inclination of the step with respect to the gravity direction.

In order to actively handle drops on inclined homogeneous substrates, acoustic vibrations have been applied to the surface. In particular, different combinations of oscillation amplitude and frequency can make droplets slide down, be pinned or even climb upward against gravity. Furthermore, this manipulation is effective with any kind of liquid thanks to the direct coupling with fluid inertia and could be exploited to make different droplets react together. Indeed the direction of motion under vibration depends on drop volume: droplets of different size can move in opposite directions until they meet and merge together. Because the internal motion induced by plane oscillations favors mixing, the resulting reaction times are significantly reduced, differently from droplets in closed channels.

In these experiments pure liquids, Newtonian solutions and complex fluids have been investigated. Marked differences are found in the behavior of Newtonian and complex fluids.
There is an ample variety of possible ways to extend this research. For example, studying the sliding of other types of non-Newtonian solutions or ferrofluids subject to modulated magnetic fields, or the dynamics of drops on different kinds of surfaces, such as geometrically textured samples. Also vibrations can be applied to complex fluids or to patterned surfaces. The results will be very important to realize a digital microfluidic open device for chemical or biomedical applications.
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